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Abstract

Surface integrity describes the attributes of a surface and it influences the functional performance of a work piece significantly. Residual stress is one of the major characterization parameters of surface integrity. Non-favorable residual stresses on a machined surface can reduce the fatigue life and performance of the machined part. It therefore requires a prediction model for residual stress in order to establish machining strategy to obtain favorable residual stress for prolonged fatigue life. Hardened tool steels have been widely used to make molds and dies by precision milling in aerospace and automotive industries. Knowledge of the relationship between residual stress on the machined molds and machining conditions is very important for process control. In this work, a prediction model for residual stress was developed by using a model-based approach on an Artificial Neural Network. This model is expected to predict the residual stress based on cutting parameters such as cutting speed, feed rate, depth of cut and tool lead angle. Several precision milling trials were carried out using a central composite design method. The networks have been trained and validated by experimental results. The performance of a feed forward neural network model with backpropagation was assessed and compared with a radial basis function network model by criterion of least mean squared error. Furthermore, the neural network prediction model was supported by the finite element simulation of the milling process to understand the formation mechanism of the residual stress in the machined surface. It was found, that the predicted values by the neural network model matched well with the experimental results. The radial basis function network showed better results than the feed forward network and was therefore chosen to take forward in the analysis. The feed rate was in this case the most influential factor, because it contributes significantly to heat and deformation on the work piece. The model could be used to optimize machining processes to obtain machining strategy for generating favorable residual stress and increasing fatigue life performance of the machined parts.
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1. Introduction

Surface integrity describes the attributes of a surface and it influences the functional performance of a work piece significantly. Residual stress is one of the major characterization parameters of surface integrity. Previous studies have shown, that residual stress can have a significant influence on the fatigue life / performance and distortion of the work piece [1-5]. High speed precision machining processes have been used in automotive, aerospace and tooling industries over the last few decades. To improve a part surface quality in particular the surface integrity and increasing product life cycle are important aspects for these manufacturing industries [1-4]. Hard material, namely tools steel such as AISI D2 and H13, are very commonly used as dies or molds for forming and forging processes. Nowadays these dies and molds require high precision to allow industries such as automotive and aerospace to build near net-shape forms. Therefore, it is important to build a knowledge bridge between residual stress and the machining process, to increase the performance of those forging / forming dies and to ultimately achieve higher accuracy and reduce manufacturing costs. This is the reason why this area is still being researched, especially to understand and predict residual stresses, which occur during the machining process and remain in the work piece.

This paper will investigate the formation and influential factors of residual stress during high speed machining process.
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using a ball nose end mill cutter. This includes extensive set of machining trials based on a central composite design method with four factors, namely, cutting speed, feed rate, depth of cut and tool lead angle. The results were analyzed and used to develop artificial neural network models for the prediction of residual stress. Two different types of artificial neural network models were assessed and compared based on their mean squared error performance and regression accuracy. Conclusions were drawn based on these analyses.

2. Experiments

Table 1. Experimental design

<table>
<thead>
<tr>
<th>Standard Order</th>
<th>Cutting speed (m/min)</th>
<th>Depth of Cut (mm)</th>
<th>Feed Rate (mm/tooth)</th>
<th>Lead Angle (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>350</td>
<td>0.3</td>
<td>0.08</td>
<td>7.5</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
<td>0.5</td>
<td>0.08</td>
<td>7.5</td>
</tr>
<tr>
<td>3</td>
<td>250</td>
<td>0.3</td>
<td>0.16</td>
<td>7.5</td>
</tr>
<tr>
<td>4</td>
<td>350</td>
<td>0.5</td>
<td>0.16</td>
<td>7.5</td>
</tr>
<tr>
<td>5</td>
<td>250</td>
<td>0.3</td>
<td>0.08</td>
<td>22.5</td>
</tr>
<tr>
<td>6</td>
<td>350</td>
<td>0.5</td>
<td>0.08</td>
<td>22.5</td>
</tr>
<tr>
<td>7</td>
<td>350</td>
<td>0.3</td>
<td>0.16</td>
<td>22.5</td>
</tr>
<tr>
<td>8</td>
<td>250</td>
<td>0.5</td>
<td>0.16</td>
<td>22.5</td>
</tr>
<tr>
<td>9</td>
<td>300</td>
<td>0.4</td>
<td>0.12</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>300</td>
<td>0.4</td>
<td>0.12</td>
<td>15</td>
</tr>
<tr>
<td>11</td>
<td>250</td>
<td>0.3</td>
<td>0.08</td>
<td>7.5</td>
</tr>
<tr>
<td>12</td>
<td>350</td>
<td>0.5</td>
<td>0.08</td>
<td>7.5</td>
</tr>
<tr>
<td>13</td>
<td>350</td>
<td>0.3</td>
<td>0.16</td>
<td>7.5</td>
</tr>
<tr>
<td>14</td>
<td>250</td>
<td>0.5</td>
<td>0.16</td>
<td>7.5</td>
</tr>
<tr>
<td>15</td>
<td>350</td>
<td>0.3</td>
<td>0.08</td>
<td>22.5</td>
</tr>
<tr>
<td>16</td>
<td>250</td>
<td>0.5</td>
<td>0.08</td>
<td>22.5</td>
</tr>
<tr>
<td>17</td>
<td>250</td>
<td>0.3</td>
<td>0.16</td>
<td>22.5</td>
</tr>
<tr>
<td>18</td>
<td>350</td>
<td>0.5</td>
<td>0.16</td>
<td>22.5</td>
</tr>
<tr>
<td>19</td>
<td>300</td>
<td>0.4</td>
<td>0.12</td>
<td>15</td>
</tr>
<tr>
<td>20</td>
<td>300</td>
<td>0.4</td>
<td>0.12</td>
<td>15</td>
</tr>
<tr>
<td>21</td>
<td>200</td>
<td>0.4</td>
<td>0.12</td>
<td>15</td>
</tr>
<tr>
<td>22</td>
<td>400</td>
<td>0.4</td>
<td>0.12</td>
<td>15</td>
</tr>
<tr>
<td>23</td>
<td>300</td>
<td>0.1</td>
<td>0.12</td>
<td>15</td>
</tr>
<tr>
<td>24</td>
<td>300</td>
<td>0.6</td>
<td>0.12</td>
<td>15</td>
</tr>
<tr>
<td>25</td>
<td>300</td>
<td>0.4</td>
<td>0.02</td>
<td>15</td>
</tr>
<tr>
<td>26</td>
<td>300</td>
<td>0.4</td>
<td>0.2</td>
<td>15</td>
</tr>
<tr>
<td>27</td>
<td>300</td>
<td>0.4</td>
<td>0.12</td>
<td>0</td>
</tr>
<tr>
<td>28</td>
<td>300</td>
<td>0.4</td>
<td>0.12</td>
<td>45</td>
</tr>
<tr>
<td>29</td>
<td>300</td>
<td>0.4</td>
<td>0.12</td>
<td>15</td>
</tr>
<tr>
<td>30</td>
<td>300</td>
<td>0.4</td>
<td>0.12</td>
<td>15</td>
</tr>
</tbody>
</table>

The machining experiments were conducted on a DMG Mori-Seki HSC 75 with a tungsten carbide 4 flute ball nose end milling cutter of 8 mm diameter (Mitsubishi - impact miracle). The cutting speed of 200 – 400 m/min, depth of cut of 0.1 – 0.6 mm, feed rate of 0.02 – 0.2 mm/tooth with tool lead angle of 0 – 45 deg were adopted in the experiments.

AISI H13 tool steels with an average hardness of 49 HRC were used as work materials.

The experiments were planned based on a 5-level Central Composite Design (CCD) method which led to a total of 30 samples where the run-order was randomized. The experimental design can be found in Table 1. 7 additional experiments were also carried out for validation of the developed neural network prediction models.

The experimental setup is shown in Fig. 1. The work piece is fixed on a fixture (as shown in Fig. 1 (b) which is mounted on top of a Kistler dynamometer (Type 9129AA) for measuring the cutting forces. Fig. 1 (c) shows the laptop computer and signal conditioner to process the cutting force data.

A Proto LXRD with a Chromium (Cr) tube and a Bragg-angle of 156.4° (2θ) was used to measure the residual stress. Each sampling point was measured in 5 different angles in the longitudinal and perpendicular directions to the cutting direction. Furthermore, each work piece sample was measured 5 times to calculate an average. The measurement of two perpendicular stress vectors and shear stress in one point...
allows the calculation of the Von-Mises plane stress (VM). Table 2 shows the calculated Von-Mises plane stresses for each sample which were used to assess the correlation between the FEM simulation and XRD measurement.

3. Finite Element Simulation Setup

In order to gain fundamental understanding of the physics of formation of residual stress finite element (FE) simulation of machining process was also carried out in this paper. Fig. 2 shows the FE simulation model established in ABAQUS 6-14. The cutting tool was 3D-scanned prior FE implementation to increase accuracy of the simulation. It was modelled with rigid shell elements to reduce the calculation time. The work piece has 8-node thermally coupled brick, trilinear displacement and temperature, reduced integration and hourglass control elements (C3D8RT). The element deletion in the work piece elements was activated.

The model can be used to analyze cutting temperature, residual stress, cutting forces etc. during the cutting process with multi-flute engagement. Therefore, the precision of this calculated model is vital to reflect accurate predictions.

This FE model used the extended Johnson-Cook model (JC) (equation 1) as well as an additional material removal subroutine [6, 7]. This subroutine deletes elements, which exceed the ultimate tensile strength (UTS) and which is varying depending on the temperature. The temperature change in the material affects the UTS and therefore the material removal criteria, it is commonly known that the UTS decreases with increasing temperatures [8], based on this the subroutine adjusts the UTS. Due to this additional criterion, a higher accuracy of simulation can be achieved. The criterion is an empirical 3rd degree regression formula based on temperature varying tensile experiments, the principal can be found in [7].

\[
\sigma(\varepsilon, \dot{\varepsilon}, T) = \left[ A + B(\varepsilon) + D \ln(\varepsilon_0 + \varepsilon) + E \right] \cdot \left( 1 + C \ln \left( \frac{\varepsilon}{\varepsilon_0} \right) \right) \left( 1 - \left( \frac{T - T_0}{T_m - T_0} \right)^n \right)
\]  

(1)

In equation 1, the flow stress \( \sigma \) can be combined by the Von-Mises yield criterion and describes an isotropic hardening, where \( \varepsilon \) is the proportional strain, \( \dot{\varepsilon} \) is the proportional strain rate and \( T \) is the temperature. \( A, B, C, m, n, T_0, T_m \) are material parameters in the Johnson-Cook equation, \( \varepsilon_0 \) is the reference strain and \( \varepsilon \) the current strain. Parameter \( D \) and \( E \) are 2nd and 3rd grade polynomial regression, respectively. In the following table 3 the used parameter in the FE model can be found.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>A [MPa]</th>
<th>B [MPa]</th>
<th>C [-]</th>
<th>m [-]</th>
<th>n [-]</th>
<th>T_m [°C]</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardness</td>
<td>46</td>
<td>674.8</td>
<td>239.2</td>
<td>0.027</td>
<td>0.28</td>
<td>1.3</td>
<td>1760</td>
</tr>
</tbody>
</table>

4. Artificial Neural Network model

4.1. Artificial Neural Network Structure

In the recent years machine learning or artificial intelligence has gained ever more attentions in research. Therefore the prediction results can achieve a very high accuracy and can predict more complex problems compared to other prediction methods. Machine learning can be divided into several different methods; the most common methods are the artificial neural network, Fuzzy Logic, etc. Substantial literature has already been published in this area of research [5, 10-16].

The artificial neural network (ANN) imitates the human brain structure whereby it consists of an input layer, followed by a hidden layer of neurons and an output layer. The ANN can be further divided into different types of networks, like Feed Forward (FF), Radial Basis Function (RBF), Recurrent Neural Network, Dynamic Neural Networks, etc. [11, 14]. In this work the main focus is on the FF and RBF type of neural networks.

In general the FF network can have any number of hidden layers and any number of neurons in each layer of the hidden layers. Each neuron is constructed with an initial weight and every neuron is connected to each other from one layer to the other. The feed forward network usually needs to be trained, like a human brain, with each training cycle the network gains more knowledge and accuracy since the weights are re-adjusting accordingly to the target.

The Radial Basis Function has a similar structure as a FF network, however it only consists of one hidden layer and therefore the network has in most cases a simpler structure and works faster than a ‘traditional’ FF or multiplayer perceptron network (MLP). The RBF uses a classification by hyper spheres which is the biggest and most important difference from the FF network; the MLP networks using arbitrarily shaped hyper surfaces for its separation [10].

4.2. Artificial Neural Network Model Framework

In this work, two neural networks were used and the performance of both networks was compared based on its regression accuracy as well as the Mean Squared Error (MSE).
Matlab (R2017a) Toolbox Neural Network (Ver. 10.0) was used to realize the neural networks.

A sequential order of networks was tested with three hidden layers and neurons ranged between 1 to 10 in each layer, which result in 1000 tested networks. The training, validation and test ratio of those FF networks was 70:15:15, respectively. Fig. 3 shows the best structure of the FF network.

This network consists of an input layer, three hidden layers with each 10 neurons and an output layer. Every tested network has been trained 200 times to achieve consistent outcome. It was found that when the activation functions of the hidden layers were using a combination, it can increase the performance of the network. In this work, the best performance was achieved when the first hidden layer is set to a Log-Sigmoid activation function (equation 2); the following two hidden layers and the output layer to a hyperbolic-tangent sigmoid activation function (equation 3).

\[
\text{logsig}(x) = \frac{1}{1 + e^{-x}} \tag{2}
\]

\[
\text{tansig}(x) = \frac{e^{x} - e^{-x}}{e^{x} + e^{-x}} \tag{3}
\]

The training of the neural network was based on the backpropagation function. The algorithm can be described in the following sequence; in the first step the input goes through the system and the MSE is calculated then, from the output the sensitivity is propagated back to the first layer and the weights, biases are updated [5].

The MSE is a function to measure and evaluate the performance in neural networks and can be defined as follows in equation 4:

\[
MSE = \frac{1}{n} \sum_{k=1}^{n} (y_k - t_k)^2 \tag{4}
\]

Where \( n \) indicates the number of total data patterns, \( y_k \) is the output generated by the neural network at point \( k \) and \( t_k \) is the target value at point \( k \). To investigate the actual distance between the output and targets, the Root Mean Squared Error (RMSE) can be calculated as follows in equation 5:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (y_k - t_k)^2} \tag{5}
\]

Additionally from the more ‘traditional’ feed forward network with backpropagation (FFBP), the Radial Basis Function Network (RBF) is presented in the following paragraph. The general structure of the RBF, can be found in Fig. 4, the network also consists of an input layer, one hidden layer and an output layer. The hidden layer has 37 neurons (the same amount as the entire experiment).

The hidden layer uses a Gaussian activation function, see formula 6. Whereby \( x_i \) is weighted input vector for the specific neuron \( i \); \( c_i \) is the center of neuron \( i \) and \( \omega_i \) is the width of neuron \( i \) [10].

\[
\text{rbf}(x) = e^{-\frac{(x - c)^2}{\omega^2}} \tag{6}
\]

5. Results and Discussion

5.1. Neural Network results

In this work \( \sin^2 \phi \) method was used to calculate the residual stress in the AISI H13 work piece measured by the Proto LXRD with 30 kV voltage.

Fig. 5 shows the regression analysis results if the predicted residual stress by FFBP. This regression analysis consists of four components; training, validation, test and overall. This analysis shows that the overall status can achieve an accuracy of 81.71 %. The performance based on the MSE was calculated to 303.19 (MPa)$^2$, which means a RMSE of 17.41 MPa.

![Fig. 4. RBF Network structure](image)

![Fig. 5. Regression analysis of FF network](image)
Fig. 6 shows the overall fit of RBF. It was found that the performance of the network worked based on the MSE was around 46% better (an overall MSE performance of 164.78 (MPa)² was achieved). However, the RMSE performance difference is less and the actual RMSE of the RBF is around 12.84 MPa. The overall regression of the RBF achieves an accuracy of 88.95%.

The surface response model and regression analysis for the machining parameter on residual stress is shown in Fig. 7. This shows that feed rate has the most influential effect on the residual plane stress in the machining process followed by the cutting speed (surface speed), depth of cut and the tool lead angle. The feed rate has a quadratic function behavior, similar to the negative quadratic behavior in cutting speed and depth of cut. An increase of the feed rate also decreases the residual stress up to an optimum point, when the residual stress increases again.

Fig. 7. Effect plot for experimental residual stress results

Fig. 8 shows the predicted results from the ANN, when using RBF. Comparing these results with the results from Fig. 7, it can be seen that they have a very good correlation.

5.2. Finite Element Model results

To develop an understanding for the evolvement of the residual stress during high speed milling a finite element simulation ran successfully. The simulation was compared with machining experiment No. 14 under the same machining parameters. The distribution of the plane residual stress based the JC formula is shown in Fig. 9. This illustration highlights that during cutting process, spikes of residual stress have developed on the cutting flute engagement and relaxation after the material removal.

Fig. 9. Residual stress (VM) of experiment No.14 in FE model during cutting

Fig. 10 shows the top residual plane stress is 130.39 MPa in the FE simulation. The corresponding experiment has a plane stress of around 125.96±12 MPa, which is well within the measuring tolerances of the XRD.

Fig. 10. VM residual stress vs. time in FE simulation

Heat is usually mainly responsible for generating tensile residual stress [17] in machining. The FE model shows the cutting temperatures does not exceed 420 °C. Such low temperatures illustrate that no work hardening has taken place during the cutting process (as shown in Fig. 11). The quick rising and cooling back to room temperature at the work piece leads to tensile stresses on the machined surface and sub-surfaces.
Artificial Neural Networks have been used. It was found that:

6. Conclusion

The above mentioned feed rate influences the residual stress the most, in form of a quadratic function, this is mainly due to the heat induction on the work piece. Applying a higher feed rate, heat on the deformed material increases and therefore the resistance of material removal decreases and less residual stresses occur in the work piece. However, if the feed rate is too high the relative motion between work piece and tool become faster than the material can be removed by the cutting tool. The heavily deformed and heated material remains on the work piece with a higher residual stress.
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