Abstract—1.2 billion people, predominantly living in remote rural regions in countries of the Global South, currently live without access to any modern source of energy. Options for electrification of these communities include extending existing national grid infrastructure, deploying mini-grids, and installing standalone home systems (SHS). Deriving the most cost effective means of delivering energy to these consumers is a complex, multi-dimensional problem that normally requires determination on a case-by-case basis. However, optimization of the network planning may help to maximize the socio-economic return of the installed energy system. This paper presents an optimization process that minimizes the installation cost of a mix of generation sources for a rural mini-grid using a multi-objective particle swarm optimization (MOPSO) technique. Minimizing the cost of distribution layout is first formulated as a capacitated minimum spanning tree (CMST) problem and solved using the Esau-Williams method. Multiple cable sizes and source locations are then added to create a multi-level capacitated minimum spanning tree (MLCMST) problem, solved via a Genetic Algorithm (GA) employing Prim-Pred encoding. The method is applied to a case study village in India.
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1. INTRODUCTION

Over a billion people live without access to electricity and the benefits it brings to everyday life. Most of these people live in rural areas of developing countries where extension of the national grid can be both expensive and technically challenging due to complex terrain and diffuse populations. Given the modest energy needs, and limited income, of these remote communities, extension of the national grid quickly becomes an unappealing prospect for governments and utility owners [1]. Without access to utility energy, rural communities are generally forced to rely on costly, carbon intensive fuels such as fuelwood and paraffin to meet their daily energy needs (i.e. cooking and lighting) [1]. COP 21 saw an international consensus that more investment in renewable energy solutions across the Global South could succeed in combating the effects of climate change whilst addressing global energy access issues [2].

Historically, the off-grid market has been served by non-profit organizations and social enterprises (NGOs and ESCOs) deploying domestic single-home energy systems, energy kiosks and small community micro-grid infrastructure [3]. The reducing cost of solar photovoltaic technology, and the passive nature of the technology, means that it can provide clean solutions with low maintenance at increasingly affordable capital costs. Despite this, the initial capital remains an issue for consumers and producers in the economically challenging developing countries market. While being able to support small domestic loads such as lighting and mobile phone charging, the inability to provide higher levels of power for productive uses (e.g. maize mills, agro-businesses and cooking), limits the impact of stand-alone SHS solutions on the broader community [4]. The concept of using a mini-grid that can interconnect multiple generation sources and loads to mobilize the combined resources of a community, has emerged as a potentially more effective and efficient community-based energy solution [5].

The 2012 Energy Access Practitioner Network report published at Rio+20 and the International Energy Agency, predict that achieving universal electricity access within the 2030 target timeframe of SE4ALL and Sustainable Development Goal (SDG) No.7 [6], will require 60% of new connections to be delivered via off-grid, renewable-based solutions (18% from stand-alone systems and 42% from mini-grids), with the remaining 40% delivered via main grid expansion [7]. The Overseas Development Institute and Oxfam America report that to achieve energy access for all by 2030 in Sub-Saharan Africa alone, will require a global investment of $11b per year in decentralized (off-grid) solutions [8].

Determining which solution (grid extension, mini-grids or standalone systems) are best suited to a community is a complex and multi-dimensional problem, which should consider various technical, economic, environmental and social factors. This paper focuses on an optimization-based approach to minimizing the overall installed generation and storage capacity, as well as the network cable lengths required of a mini-grid, hence minimizing the associated capital expenditure and optimizing system-operating efficiency. The ultimate aim is to provide insight into the economic viability of a mini-grid installation as a community-based energy solution.

To this end, Section II outlines the implementation of a multi-objective particle swarm optimization (MOPSO) technique to minimize the generation capacity while maintaining acceptable power availability requirements. Section III discusses two methods for minimization of distribution network cabling requirements: an Esau-Williams heuristic, and the implementation of a Genetic Algorithm for the multi-level capacitated minimum spanning tree (MLCMST) problem. Section IV describes the application of the method to a case study in India and discusses the potential for assessing the techno-economic viability of a range of mini-grid scenarios. Section V sets out conclusions and future work.
II. GENERATION MIX OPTIMIZATION

Generation mix accounts for the vast majority of cost in both standalone and mini-grid systems, with [9] showing that PV-panels and batteries contribute to approximately 60% of a typical 25 kWp mini-grid’s budget. Because of this, sizing the generation system is vital as it can significantly affect both consumer satisfaction and ability to pay. Sizing generation appropriately requires intimate knowledge of the community’s energy demands and locally available energy resources: renewable or otherwise. The former can be ascertained through community meetings and surveys, as well as comparison with other, similar, electrified communities as this could provide an indication of how their demand might change over time [10]. In order to calculate the available resources the type of generation being used will need to be considered and a variety of techniques can be used to gather this information.

Once the local resource and demand data is gathered, many techniques can be used to size generation and storage systems. There also exists software packages such as HOMER [11]. In this paper, MO-PSO is used to minimize the cost of generation and storage sources while ensuring power availability constraints are met. MO-PSO is a social search method that utilizes swarm intelligence to converge on optimal solutions. This technique has been selected due to its ability to find good solutions for this problem in short periods [12, 13]. It also allows excellent flexibility with programming constraints.

MO-PSO consists of a set number, swarm, of particles moving through a search space in which every location is a potential solution to the objective function that requires optimization. The objective function for this problem is given by equation (1):

\[
Cost = \sum_{i=1}^{20} C_i(t) + \frac{20}{1 + D} t + \sum_{t=1}^{20} F_i(t) + \frac{20}{1 + D} t^2
\]

Where \( C_i \) is the capital cost of generation source \( i \), \( M \) is the maintenance cost of generation source \( i \), \( F \) is the fuel cost of generation source \( i \). Upon initialization of this technique, particles are spawned at random locations within the search space (Fig. 1). Particles that are created outside the feasible search space break the constraints, and are deleted. This implementation considers the hybrid arrangement of solar PV generation, battery storage, and conventional diesel generation in order to meet power demand. Each energy source (PV, storage and diesel gen) is represented as a spatial dimension, leading to a three-dimensional search space in this instance, as shown in Fig. 1.

Following the initialization of MO-PSO, the particles will evaluate the fitness of their current location in the search space. Each location corresponds to a specific capacity of a given source: the x-axis corresponds to solar power generation while the y-axis and z-axis correspond to battery storage and conventional generation capacity respectively. After this, and for every iteration of the technique, the particles will move around the search space, their position updated by equation (3), where \( X \) is the location of particle \( i \) in dimension \( j \). As shown by this relationship, the particle’s position is updated according to the velocity vector, \( V \), which is calculated using equation (2).

\[
V_{ij}(t + 1) = V_{ij}(t) + C_1 R_1 \left( P_{best_{ij}}(t) - X_{ij}(t) \right) + C_2 R_2 \left( G_{best_{ij}}(t) - X_{ij}(t) \right)
\]

\[
X_{ij}(t + 1) = X_{ij}(t) + V_{ij}(t + 1)
\]

The output of a solar array varies throughout the course of a year. As well as this, consumer demand is affected by seasonal changes in weather and light. For electrification to satisfy community needs, the generation system must accommodate these variations. To implement this feature, this approach takes the average hourly global horizontal radiation incident at a
specific location and calculates the output of a solar collector with a fixed tilt angle. This is calculated for every hour of the year so that an accurate prediction of solar generation potential can be obtained. A fixed tilt angle is assumed due to the reduced cost of these systems. The output of a solar panel is also temperature dependent. To ensure sizing is appropriate throughout the year, temperature data is incorporated using equation (4) where \( NOCT \) is the nominal operating cell temperature, \( I_{tot} \) is the incident radiation, \( T_{amb} \) is the ambient temperature, and \( T_{cell} \) is the cell temperature [14]. The output of a solar panel is given by equation (5) where \( P_{in} \) is the output power under standard testing conditions and \( k \) is the temperature coefficient of the cell [14].

\[
T_{cell} = T_{amb} + \frac{NOCT - 20}{800} I_{tot} \tag{4}
\]

\[
P_{out(t)} = P_{stc} \frac{I_{tot}}{1000}(1 - k(T_{cell} - 25)) \tag{5}
\]

The constraints are implemented based on previous work conducted by the authors of [12]. It operates such that the program will always attempt to meet demand through solar generation in the first instance. If this is impossible then the model will attempt to use the battery storage backup to meet power requirements. The program will consider the connection of a diesel generator as a last resort back up. This approach is used to minimize the amount of fuel used, and the resulting cost. Fig. 2 shows the particles convergence on a solution.

### III. Network Layout

While distribution equipment accounts for considerably less of the budget than generation sources, approximately 16% of overall spending in typical 25 kWp mini-grids according to [9], it is essential that the mini-grid is able to maintain appropriate power quality. In addition, in communities where income levels are typically less than $2 per day, it is necessary to reduce the cost to the end consumer wherever viable.

Minimizing the length and cost of a distribution network is analogous to the minimum spanning tree (MST) problem. However, the technical nature of a power network imposes additional constraints on the problem in the form of voltage regulation and cable current rating. Adequate voltage regulation is a requirement of any power distribution network due to the adverse effect voltage deviations can have on consumer appliances. This is no less true in a mini-grid, especially when consumers will likely lack the funds to repair damage caused by the violation of voltage constraints and any other potential power quality issues. To prevent poor voltage regulation, the MST produced must therefore obey the capacity constraints of voltage regulation and current rating while also connecting each node to the source. Adding these constraints causes the problem to become a capacitated minimum spanning tree (CMST), the optimal solution to which is NP-Hard. Two techniques are employed in this paper to find near optimal solutions to this problem.

#### A. Esau-Williams Heuristic

The first technique is called Esau-Williams Heuristic. While other methods exist for finding solutions, Esau-Williams Heuristic is commonly used due to its tendency to provide better results [15]. In addition, its relatively simple procedure allows more time to be spent on programming constraints.

The procedure for Esau-Williams involves connecting each node to the source and then iteratively calculating the trade-off function. The trade-off function calculates the new connection between two nodes that minimizes the total length of line required by the network. For constraint evaluation, voltages are calculated at every node in the mini-grid network via the backward forward sweep method (BFSM) [16, 17]. The Esau-Williams implementation can quickly provide near optimal solutions with minimal computational effort as shown in Fig. 3 and Fig. 4.

#### B. Genetic Algorithm

Solving the network-planning problem through the heuristic method alone allows near optimization of cable routing. However, this method assumes centralized generation at present, and does not consider the interconnection of distributed generation. It also does not allow different sizes of distribution cable cross-sectional area to be considered. When the latter feature is included, the problem becomes a multi-level capacitated minimum spanning tree (MLCMST), wherein connections can have different capacity constraints. The MLCMST problem is a generalization of the CMST and evolutionary algorithms, including Genetic Algorithms (GAs), are promising techniques for providing good solutions [18]. GA’s combine multiple known solutions called genomes to seed
new answers to the problem; such that the constituent parts (chromosomes) of two good solutions can be combined to create an answer that hopefully provides even greater fitness. However, there are a number of issues associated with the use of genetic algorithms for spanning tree problems. These result mainly because of the lack of inheritability and locality of the solutions created [19].

There are different types of encoding that can be used for MST GAs and [19] provides a good overview of the benefits and drawbacks of some popular methods. For this implementation Prim-predecessor encoding is used. Prim-predecessor encoding is based on Prim’s method and a predecessor based encoding scheme [20]. The method relies on encoding each edge in the genome by assigning each node a predecessor, storing the individual connections between loads in the network [20]. This means that the number of chromosomes within each genome is n-1 where n is the number of nodes in the network. Adapting Prim-pred to solve the MLCMST problem requires the use of an additional genome dimension. Each edge is assigned an additional value according to the distribution cable cross sectional area it corresponds to that is then encoded in the genome, creating a 2-dimensional structure to the genome. When two of the potential solutions are put together to create a new solution, prim’s method is used to select from the available edge-weighting combinations stored in the parent genomes [20].

Through the application of this technique, the model is able to consider multiple line resistances and source locations. The evolution of solutions created through this method is demonstrated in Figs. 5, 6 and 7, where higher impedance cables offer a cheaper solution due to the lower amount of material. It can be seen that as the process goes on the successive generations produce lower cost results. Rather that producing one optimal solution, genetic algorithms can lead to a Pareto front of solutions that are equal in fitness. For a distribution network, this could give designers the opportunity to explore different system topologies and compare the relative benefits and drawbacks of each. While the use of a Prim-pred encoded GA allows many more variables to be considered during the optimization process, it is a much more computationally intensive process resulting in significantly increased processing times than the Esau-Williams heuristic. For this reason, it is more prudent to use the heuristic method for small interconnected systems with single sources and low variations in cables sizing’s. For mini-grids with potentially multiple source locations or a grid tie-in, the GA approach is more suitable.

![Figure 5](image5.png)  
Figure 5. Best fitting solution at GA population initialization.

![Figure 6](image6.png)  
Figure 6. Best fitting solution found partway through GA search process.

![Figure 7](image7.png)  
Figure 7. Final output of GA search process.

IV. CASE STUDY

The methods described above have been applied to a case study consisting of a school campus (Pravaham) and a nearby town in rural India. Load data for six different building types in Pravaham were utilized to establish the following load profile types for each building:

- Lighting only
- Lighting plus small appliances
- Electricity for all appliances

With each of the different levels of service, this produced 18 different demand profiles in total. Using the these load profiles the MOPSO and Esau-Williams optimization techniques were applied to the mini-grid design for the six node school campus and the thirty node town. These mini-grid options were then compared with the SHS alternatives.

A. Evaluation

To evaluate the financial prospect of using a mini-grid in place of a solar home system the levelized cost of energy (LCoE) is calculated for the system. This allows inference into the amount that the consumers would have to pay per kWh of electricity. This in turn could be used in conjunction with community willingness-to-pay surveys to determine whether an electrification strategy is able to meet the community’s needs. Equation 6 shows the calculation for LCoE.

\[ LCoE = \frac{\text{Investment Cost} + \text{Operating Cost}}{\text{Energy Produced}} \times \text{Discount Rate} \]
Where $C_n$, $M_n$, and $F_n$, are the capital, maintenance and fuel costs for year $n$, $D_n$ is the demand for year $n$, and $r$ is the discount ratio. A measurement that can be used to assess solar systems is performance ratio. The performance ratio is the ratio of power consumed by users of the system to the power generated. This gives an indication of how much power is being wasted which could be used to inform consumers of times during the year where additional loads could be connected, improving the net present value (NPV) of the system itself.

**B. Results and Discussion**

MOPSO allows for a number of sensitivity studies to be conducted on how resource parameters can affect the generation sizing, mix, and ultimate cost to the end user. One particular issue with sizing solar systems is the potential for oversizing due to periods of extended low renewable energy availability. Sizing to meet stringent availability demands can make the system less economically feasible as shown on figure 8. This oversizing reduces the performance ratio of the solar panels, meaning that consumers on the network utilize a lower percentage of energy produced by the renewable energy source.

The case study load profiles provide three different level-of-service scenarios that were used to examine the impact of consumer demand on mini-grid LCoE and competitiveness with SHS. For each scenario the relevant set of six load profiles were used in the design of a mini-grid for the school and for design of six SHS. To design the town mini-grid, each of the thirty nodes in the town was allocated one of the six load profiles at random. The results of these cases are shown in Figs. 9, 10, and 11. It should be noted that because these load profiles come from a school, even the ‘lighting only’ case represents a demand profile much larger than a typical rural household does.

The lighting only case required a larger ratio of batteries owing to the use of devices exclusively at night. With the introduction of small day time loads a larger share of the budget was required for solar panels. The third scenario is the only one in which a diesel generator is included in the optimal solution found by the particle swarm optimization program. The diesel generator runs for a marginal period of time (Inconsistent across four days) during extremely low PV availability. Its need could potentially be reduced through community awareness schemes.

From these results, it can be seen that as the demand increases the LCoE of mini-grids decreases and becomes a more viable alternative to each household. The reason for this is due to improvements in both the performance ratio and load factor, which occurs due to the mini-grid generation being utilized more effectively across each successive demand scenario. This

![Figure 8. Impact of power availability requirements on LCoE.](image)

![Figure 9. Comparison of SHS solution and using mini-grid for lighting only case.](image)

![Figure 10. Comparison of SHS solution and using mini-grid for lighting plus small appliances case.](image)

![Figure 11. Comparison of SHS solution and using mini-grid for all electrical appliances case.](image)
increase in performance ratio is due to not only better sizing but also the increase in load factor between each of the demand profiles. An increase in load factor means that the power drawn from the generation sources is more sustained. This in turn has the effect of improving the performance ratio; demand is served more consistently and there are fewer periods of low demand concurring with high resource availability. A more sustained demand implies that the mini-grid contains productive loads during the day. This shows that not only are mini-grids capable of providing for capacity increasing loads, but that they are vital to reducing the cost to the end consumer.

V. CONCLUSION

This paper has demonstrated an optimization model used to reduce the cost of implementing mini-grid systems in developing countries. This was achieved through MOPSO for optimization of the energy generation mix and with an Esau-Williams heuristic to optimize the layout of a distribution network. Building on this it is shown how a genetic algorithm with Prim-Pred encoding can allow for a greater amount of variables to be included in the optimization of the distribution network layout. This gives the designer the opportunity to consider different cable sizing’s as well as source location. The benefits and drawbacks of these methods have also been discussed.

To demonstrate this approach, it is shown how these methods can be applied to a case study to perform LCoE studies. This is done by taking into account local resource availability and costs as well as consumer demand profiles and the location of each load. Through the application of this method, it is shown how demand profiles can affect the adoption of a mini-grid or a solar home system in a particular case.

Future work will study the efficiency gains of this optimized mini-grid design method over traditional design approaches. The inclusion of other renewable resources and grid interfaces will be considered; greatly expanding the number of cases this software tool is applicable too. As well as this, an assessment of the methods presented in carrying out sensitivity studies is required to determine the applicability of the tools to a wider array of cases. In addition, a thorough comparison between the two methods used for cable routing in terms of computational speed and applicability to given cases will be carried out. Ultimately, it is hoped that a tool such as this could be used to inform network planners of conditions favourable to adopt either grid extension, mini-grid or solar home system as the best solution for a given case study.
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