Implicit Large Eddy Simulation of Acoustic Loading in Supersonic Turbulent Boundary Layers
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This paper investigates the accuracy of implicit Large Eddy Simulation in the prediction of acoustic phenomena associated with pressure fluctuations within a supersonic turbulent boundary layer. We assess the accuracy of implicit Large Eddy Simulation against Direct Numerical Simulation and experiments for attached turbulent supersonic flow with zero-pressure gradient, and further analyze and discuss the effects of turbulent boundary layer pressure fluctuations on acoustic loading both at the high and low frequency regimes. The results of high-order variants of the simulations show good agreement with theoretical models, experiments, as well as previously published Direct Numerical Simulations.

I. INTRODUCTION

The designs of aircraft and missiles that fly at supersonic speeds under atmospheric conditions are constrained by a limited understanding of flow characteristics over panel structures under these conditions. A major problem that all high-speed flying structures face is acoustic fatigue, which is a high cycle fatigue due to random pressure acoustic loadings and can cause damage to panel structures. Since the 1950s and the development of more powerful gas turbine engines there has been an increase in the number of reported fatigue failures of aircraft skin structures. Most of these failures were minor ones related to additional maintenance and not directly
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Impacting the aircraft’s life with some fatal exceptions though. It was very quickly realized that the complete description of the fatigue process was far too complicated for the theoretical and computational tools available in the ‘50s, so the first reduced order theoretical models were developed [1,2,3]. Theoretical, numerical and experimental studies on different aspects of this problem have been published over the years [4,5], leading to the most recent studies for acoustic fatigue response prediction in hypersonic flows and a generic description of reduced order methods for aircraft-like structures [6,7].

A dominant source of acoustic fatigue in supersonic vehicles is the pressure fluctuations within the turbulent boundary layers (TBL) that structural elements are exposed to. The development of more accurate and efficient high-fidelity Computational Fluid Dynamics (CFD) methods for predicting TBL in supersonic flows and the associated acoustic fatigue will enable a better understanding of the flow physics and assist in the design of supersonic/hypersonic vehicles.

The accurate measurement of pressure fluctuations in supersonic TBL is a challenging task, as reflected by the wide scatter of reported data for nominally compatible measurements. The principal causes of the diminished accuracy of the relevant experimental results are the capability of sensors to capture the high-frequency part of the pressure fluctuation spectrum and the noise induced in such measurements owing to the structural and operating conditions in wind tunnels. Beresh et al. [8] tried to minimize the uncertainty in their experimental measurements by conducting careful filtering and post-processing of their data. Experiments and numerical simulations can go hand in hand to broaden the range of flow conditions to be investigated and
extend the understanding of flow physics in high-speed flows as part of the pyramid approach\textsuperscript{b} [9]. Several recent publications have highlighted the accuracy of Direct Numerical Simulation (DNS) in this field [10,11,12,13,14]. Ostoich et al. [12] also included the behavior of a compliant panel and how this fundamentally changes the turbulent statistics of the TBL. Simulations of supersonic TBL under realistic flight conditions that resolve all acoustic-loading frequencies have not been performed yet.

Although numerical methods based on DNS offer the necessary high fidelity, they impose strict spatial resolution constraints that lead to very high computational cost. Since they have less strict mesh requirements, classical Large Eddy Simulation (LES) methods are more efficient, but necessitate the use of a low-pass filtering operation that produces sub-grid scale terms requiring additional modeling, which in turn introduces further numerical errors. In an effort to find a compromise between accuracy and computational cost, the concept of implicit LES (iLES) emerged from observations reported by Boris et al. [15]. This method has been applied successfully to model several complex flows in engineering and other fields. Fureby and Grinstein [16] justified the use of iLES in free and wall-bounded flows, while Margolin et al. [17] presented a validation of the method through theoretical analysis. More recently, two independent publications applied iLES in two different cases, with both concluding that iLES can achieve near DNS results while utilizing significantly less computational resources. In the first of these studies, Kokkinakis and Drikakis [18] presented results from iLES of a weakly compressible turbulent channel flow. In the second, Poggie et al. [19] applied iLES to study TBL flows using a simulation setup similar to the one we will present in this paper. This non-

\textsuperscript{b} This is the core idea of the HIFiRE program [9] stating that the combination of flight research with numerical simulation and ground testing can significantly advance the understanding of critical scientific phenomena.
A data-driven approach to model and simulate complex fluid dynamics problems, such as those involving turbulent flows, has been pursued using the iLES approach, which has been validated and documented for various applications. The method has shown promising results in predicting and simulating phenomena such as sound generation in vehicle aerodynamics.

In this paper, we investigate the effectiveness of various high-order methods within the framework of iLES. It is shown that increasing the order of iLES leads to a corresponding increase in the accuracy of the results. For the highest-order variant investigated, the iLES results offer levels of accuracy equivalent to DNS. The results show good agreement with previous experimental measurements — at least for the first- and second-moment statistics — while maintaining a low computational cost.

We will also demonstrate for the first time the capability of iLES to predict the acoustic loading on vehicle surfaces in both spatial and frequency domains. This analysis differs from most other aeroacoustic studies, which focus on the prediction of far-field radiated sound. To reduce the uncertainty around the characterization of pressure signals, we will compare our results with previous DNS results and experimental data as well as with the results of existing theoretical models. This study highlights the areas in which theoretical models and experimental measurements can be used with confidence in calculating, for example, the amplitudes of pressure fluctuations after correction or the low- and mid-frequency behaviors of pressure signals. Finally, it will be shown that the numerical, theoretical, and experimental approaches require further improvement in certain areas, i.e. in the high-frequency region of the pressure spectrum, before any final conclusions can be drawn.

II. NUMERICAL METHODS AND FLOW CONDITIONS

We have employed the iLES approach in the framework of the in-house block-structured mesh code CNS3D that solves the full Navier-Stokes equations using a finite volume Godunov-type method for the convective terms, whose inter-cell numerical fluxes are calculated...
by solving the Riemann problem using the reconstructed values of the primitive variables at the cell interfaces. A one-dimensional swept unidirectional stencil is used for reconstruction. The Riemann problem is solved using the so-called “Harten, Lax, van Leer, and (the missing) Contact” (HLLC) approximate Riemann solver [25,26]. Two flux-limiting approaches have been implemented in conjunction with the HLLC solver, namely (i) the Monotone Upstream-centered Schemes for Conservation Laws (MUSCL) and (ii) the Weighted-Essentially-Non-Oscillatory (WENO) schemes. The flow physics have been investigated by using three variations of the iLES approach, with their accuracy ranging 2nd to 9th order; these are the MUSCL piecewise linear second-order Monotonized Central limiter [27] (henceforth labeled iLES2), the MUSCL fifth-order limiter [28] (henceforth labeled iLES5) and the WENO ninth-order limiter [29] (henceforth labeled iLES9).

The viscous terms are discretized using a second-order central scheme. The solution is advanced in time using a five-stage (fourth-order accurate) optimal strong-stability-preserving Runge–Kutta method [30]. Further details of the numerical aspects of the code are given in [18,23,24,31] and further references therein.

Our simulation is set up similarly to that used in the study of Poggie et al. [19] to enable our results to be easily compared with their data as well as other experimental results produced under similar flow conditions. We consider a supersonic flow over a flat plate at Mach number $M=2.25$ that is fully turbulent in the region close to the outlet. Based on the freestream properties and the length of the plate ($L$), the incoming flow has a Reynolds number of $1.5 \times 10^6$. Further flow parameters are given in Table I, and FIG. 1 shows a schematic of the simulation domain and boundary conditions.
Table I. Simulation parameters. $U_\infty, P_\infty, T_\infty, M, \mu_\infty, \rho_\infty$ are the freestream velocity, pressure, temperature, viscosity and density, respectively. $T_w$ is the wall temperature, $I$ is the turbulence intensity at the inlet and $Re_L$ is the Reynolds number based on the freestream properties and the length of the plate ($L$).

<table>
<thead>
<tr>
<th>$L$ (m)</th>
<th>$U_\infty$ (m/s)</th>
<th>$P_\infty$ (kPa)</th>
<th>$T_\infty$ (K)</th>
<th>$M$</th>
<th>$\mu_\infty$ (Pa s)</th>
<th>$\rho_\infty$ (kg/m$^3$)</th>
<th>$T_w/T_\infty$</th>
<th>$I$</th>
<th>$Re_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.061</td>
<td>588</td>
<td>23.8</td>
<td>170</td>
<td>2.25</td>
<td>1.167x10^{-5}</td>
<td>0.488</td>
<td>1.9</td>
<td>0.03</td>
<td>1.5x10^6</td>
</tr>
</tbody>
</table>

FIG. 1. Schematic representation of the simulation domain, highlighting the boundary conditions used. The dimensions of the domain are $x_{max}/L = 1$, $y_{max}/L = 0.05$ and $z_{max}/L = 0.05$.

Periodic boundary conditions are used in the spanwise ($z$) direction. In the wall-normal ($y$) direction, a no-slip isothermal wall (with a temperature $T_w$ of 323 K) is used. Supersonic outflow conditions are imposed at the outlet, while far-field conditions are applied on the upper boundary opposite of the wall. A synthetic turbulent inflow boundary condition is used to produce a freestream flow with a superimposed random turbulence.

The synthetic turbulent inflow boundary condition is based upon the digital filter (DF) method documented in [32,33,34,35,36] and, specifically validated in the framework of the present iLES code CNS3D in [35,36]. According to DF, instead of using a white-noise random perturbation at the inlet, energy modes within the Kolmogorov inertial range scaling with $k^{-5/3}$, where $k$ is the wavenumber, are introduced into the turbulent boundary layer. No large-scale energy modes scaling with $k^4$ are introduced. A cutoff at the maximum frequency of 50 MHz is applied, since the finest mesh used in this study would under-resolve higher values. The turbulence intensity at
The inlet (I) is set as ±3% of the intensity of the freestream velocity. This perturbation has been found to be sufficient to trigger bypass transition and turbulence downstream (FIG. 2).

The number of mesh points, mesh spacing, and Mach number are given in Table II. We choose to perform our iLES using relatively fine meshes but still coarser than DNS [19]. This is highlighted in Table II, where information about the meshes used in previous DNS studies is included for comparison and validation. For our mesh spacing (Δy), we use the conventional inner variable scaling method Δy⁺ = u⁺Δy/νw, where u⁺ = \sqrt{τw/ρw} is the friction velocity, νw the near wall kinematic viscosity, τw the near wall shear stress, and ρw the near wall density.

FIG. 2. Iso-surfaces of Q-criterion colored by Mach number; density gradient magnitude contours plane is in grayscale. For better interpretation of this figure, the reader is referred to the web (colored) version of this article.
Table II. Mesh parameters; nx, ny and nz are the number of mesh points. The “+” sign denotes dimensionless mesh spacing, as defined for $\Delta y^+$ in the text. The subscripts $w$ and $e$ denote wall and boundary layer edge values.

<table>
<thead>
<tr>
<th></th>
<th>nx</th>
<th>ny</th>
<th>nz</th>
<th>$\Delta x^+$</th>
<th>$\Delta y^+_w$</th>
<th>$\Delta y^+_e$</th>
<th>$\Delta z^+$</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>2591</td>
<td>277</td>
<td>139</td>
<td>9.06</td>
<td>0.497</td>
<td>6.26</td>
<td>8.53</td>
<td>2.25</td>
</tr>
<tr>
<td>[19]</td>
<td>4026</td>
<td>276</td>
<td>255</td>
<td>6.0</td>
<td>0.5</td>
<td>9</td>
<td>5.0</td>
<td>2.25</td>
</tr>
<tr>
<td>[19]</td>
<td>22548</td>
<td>1277</td>
<td>1131</td>
<td>1.0</td>
<td>0.9</td>
<td>0.9</td>
<td>1.0</td>
<td>2.25</td>
</tr>
<tr>
<td>[11,13]</td>
<td>1760</td>
<td>400</td>
<td>800</td>
<td>8.6</td>
<td>0.56</td>
<td>8.9</td>
<td>5.2</td>
<td>2.50</td>
</tr>
<tr>
<td>[10,37]</td>
<td>4160</td>
<td>221</td>
<td>440</td>
<td>5.7</td>
<td>0.7</td>
<td>10</td>
<td>4.9</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Our main interest in this study is to determine the accuracy of iLES for performing acoustic loading calculations beneath turbulent supersonic boundary layers. To assess the method, we measure the amplitudes of the pressure fluctuations and analyze their spectral characteristics. We use the Welch method [38] to calculate the power spectral density (PSD) of the pressure fluctuations in specific locations. The sampling frequency is approximately 15.5 MHz, and the overall pressure record is subdivided into 8 segments, each including $2 \times 1,200$ samples; note that we observe a negligible difference between the PSD produced using 8 and 12 segments.

All of the calculations shown below are performed at the end of the plate in the fully turbulent region, where the boundary layer has the properties presented in Table III. Since it is common to find publications in the literature that report values of Reynolds numbers based on different definitions, we use various formulations, i.e., $Re_\theta = \rho_\infty U_\infty \theta / \mu_\infty$, $Re_\tau = \rho_\infty u_\tau \delta / \mu_w$, and $Re_\delta = \rho_\infty U_\infty \theta / \mu_\delta$, to simplify the comparison of our results with those of past and future publications. The momentum and boundary layer thicknesses are denoted by $\theta$ and $\delta$, respectively. The flow statistics at the calculation point are computed by averaging in time over three flow cycles and spatially in the spanwise direction. The statistical convergence of the simulations based on the Standard Error of the Mean (SEM) is less than 2%. The total simulation time for each case is equal to six flow cycles, with the first three omitted from the calculations for statistical purposes. We ensured that statistical convergence in the calculations has been
achieved and that averaging over a longer period would not adversely impact on the accuracy. Furthermore, comparing the present results against theoretical models, DNS and experiments tested the accuracy of iLES.

Table III. Boundary layer properties at the location selected for analysis (x/L = 1) of the acoustic loading for Mach 2.25. The compressible form of momentum (θ) and displacement (δ*) thicknesses has been used. H = δ*/θ is the shape factor.

<table>
<thead>
<tr>
<th></th>
<th>R_{e1}</th>
<th>R_{e2}</th>
<th>R_{e3}</th>
<th>δ (mm)</th>
<th>θ (mm)</th>
<th>δ* (mm)</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>iLES9</td>
<td>2170.0</td>
<td>414.0</td>
<td>1280.6</td>
<td>1.076</td>
<td>0.088</td>
<td>0.314</td>
<td>3.56</td>
</tr>
<tr>
<td>iLES5</td>
<td>1806.2</td>
<td>377.1</td>
<td>1065.9</td>
<td>1.012</td>
<td>0.073</td>
<td>0.258</td>
<td>3.51</td>
</tr>
<tr>
<td>iLES2</td>
<td>1593.8</td>
<td>344.6</td>
<td>940.5</td>
<td>0.952</td>
<td>0.065</td>
<td>0.241</td>
<td>3.72</td>
</tr>
</tbody>
</table>

### III. RESULTS

#### A. Turbulent Boundary Layer

We first compare our basic flow statistics (see FIG. 3) with DNS results and experimental data at similar Mach numbers. The purposes of this comparison are to support the reliability of our calculations and to highlight the absence of post-transitional effects. As such, the boundary layer at the calculation point can be considered an accurate approximation of a fully developed supersonic TBL. It is well established that an incompressible TBL has a velocity profile that can be described, at least near a wall, using a one-parameter family of profiles. The most commonly known profile is the logarithmic velocity distribution of von Karman ("law of the wall"):  

\[ u_{\text{LVP}}^+ = \frac{1}{k} \ln(y^+) + C, \]  

(1)

where k is the von Karman’s constant and C is an experimentally derived constant.

In FIG. 3a, we give the time-averaged van Driest transformed velocity profiles for all simulated cases at the end of the plate. The results of the high-order iLES9 perfectly collapse to previous DNS [12,19,37], experimental [39], and incompressible theoretical [40] results. Note that differences in the results in the above studies are also due to the different Reynolds numbers...
employed in the simulations and experiments [12]. For example, the past DNS studies have been performed at $Re_\theta = 2000$ [19] and $Re_\theta = 1552$ [37], while the experiments at $Re_\theta = 2600$ [39]. The present results from the iLES9 simulations correspond to $Re_\theta = 1280.6$.

Another important statistical quantity calculated and analyzed here is intermittency, which is the probability of the density being less than a threshold value. Poggie et al. [19] defined this threshold as $\sim 97.5\%$ of the freestream density based on the study of the density probability density function (PDF), which was found to be bimodal in the outer part of the boundary layer with a minimum at $\rho \approx 0.975\rho_\infty$. The iLES9 results agree very well with the reported experimental hotwire measurements [41,42] and the DNS results of Poggie et al. [19] (see FIG. 3b). The small deviation close to the boundary-layer edge can be attributed to the significantly coarsened mesh we have used in comparison to the DNS study. On the other hand, the results obtained using the low-order iLES (iLES2 and iLES5) fail to follow the reference values, although the simulations are performed using the same mesh as the one used to obtain the iLES9 results. Note that all methods converge in the viscous sublayer and most of the deviations are located in the log-law region. Although the flow statistics obtained using all methods agree perfectly in the viscous sublayer, failure to describe the whole boundary layer correctly may lead to inaccuracies in the calculated pressure signals on the wall.
FIG. 3. Effect of the selected method on boundary layer profiles at $x/L = 1$. Present results are compared with previous DNS [12,19,37] and experimental data [41], as well as an incompressible theoretical model [40]. The maximum SEM is less than 2%. (a) van Driest transformed streamwise velocity profile as a function of $y^+$. (b) Intermittency profiles of the density through the boundary layer with $\gamma = P[\rho < 0.975\rho_\infty]$. For better interpretation of these figures, the reader is referred to the web (colored) version of this article that contains the color version of them.

Before presenting and discussing the results of the pressure calculations, we wish to further assess the accuracy of our calculations. It is critical that the boundary layer is described as accurately as possible. From previous DNS studies and experiments, we have access to measurements and calculations of the Reynolds normal stress, $\tau_{xx} = \rho\langle u'^2 \rangle/(\rho_\omega u_\tau^2)$, which
accounts for turbulent fluctuations in fluid momentum. Once more, the highest-order iLES successfully predicts the location and magnitude of the peak Reynolds stress, while the lower-order iLES over-predict the magnitude of the peak stress. However, all iLES variants under-predict the stress values in the region $0.1 < y/\delta < 0.8$ (FIG. 4a). This can be attributed to the lower Reynolds number used in the present simulations. When the Reynolds stresses are presented in inner coordinates (FIG. 4b), iLES9 manages to accurately replicate the shape obtained by the DNS methods. This holds true in not only the viscous sublayer but also the outer layer (log-law region), where iLES2 and iLES5 fail to achieve accuracies similar to that of iLES9.

![Graph of Reynolds normal stress profile](image)

FIG. 4. Effect of selected method on Reynolds normal stress profile, (a) outer coordinates and (b) inner coordinates. Present iLES results are compared with DNS [12,19,37] and experimental data
The maximum SEM is less than 2%. For better interpretation of these figures, the reader is referred to the web (colored) version of this article.

FIG. 5 shows the effects of mesh refinement on the velocity profile. The results on mesh G2, which consists of ~36 million points, differ only by about 2% from those obtained by the finest mesh (G1) consisting of ~100 million points. Using the results from FIG. 3a and FIG. 5 we calculated the average error of our simulations in comparison to the DNS results of Poggie et al. [19] as:

$$
\epsilon_{Avg} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{u_{DNS,i} - u_{\text{present},i}}{u_{DNS,i}} \right|
$$

where N is the number of points used in the calculation of the average error. The error in the prediction of pressure fluctuations for different iLES variants and different mesh resolutions, and the associated computational cost, are shown in FIG. 6b.

FIG. 5. Effect of mesh refinement on accuracy, van Driest transformed streamwise velocity profile as a function of $y^+$, all results are from simulations utilizing the highest order iLES. In the legend of the figure the number of mesh points for the streamwise, wall-normal and spanwise direction are given for each case.

The error bars in FIG. 6 show the standard deviation of the error from its average value in various points. Both the mesh size and the iLES order significantly affect the computational cost of the simulation. For each iLES variant the computational cost is normalized by the
The computational time of iLES9 on the coarsest mesh (G4). The iLES9 simulations on the coarser mesh G3 (~10.5 million mesh points) can achieve similar accuracy to the finest mesh (G1) simulations of iLES5 and iLES2, thus reducing the computational cost by approximately eightfold. Based on the results of FIG. 6a we made an extrapolated estimate of the computational cost that a DNS simulation would require using the iLES9 and found that our simulations are ~3.5 times less computationally expensive. The accuracy of our pressure fluctuations predictions, and the associated computational cost, (FIG. 6b) could not be directly compared with other DNS, or experimental studies, as the data in the literature have been obtained at different Mach and Reynolds numbers.

FIG. 6. Accuracy and computational cost comparison between the different iLES variants and meshes used. Error bars show the standard deviation of the values from the mean. Mesh labeling is as per legend of Fig. 5. In (a) the comparison is based on the van Driest velocity profile up to \( y^+ = 300 \). The DNS simulation of Poggie et al. [19] has been used as the reference. In (b) the comparison is based on the pressure fluctuations up to the boundary layer edge. The highest order iLES on the finest mesh G1 has been used as the reference.

Following the same procedure we calculated the average error between the present values of the Reynolds normal stresses and the corresponding DNS [19,37]. Indicatively, the iLES9 approach on the finest mesh averaged a difference of 6.5% from Poggie et al. [19], while
achieving a similar level of accuracy as the DNS results of Pirozzoli et al. [37]. Poggie et al. [19] obtained these results from a mesh consisting of 3.2 billion points to meet the strict definition requirements of a DNS mesh. The difference of the lower order iLES from the reference DNS was 15% and 24% for iLES5 and iLES2, respectively.

The simulation results were further scrutinized by examining the skewness \( S(p') = \langle p'^3 \rangle / \langle p'^2 \rangle^{1.5} \) and flatness \( F(p') = \langle p'^4 \rangle / \langle p'^2 \rangle^2 \) of the pressure fluctuations. Non-zero values of skewness and flatness values greater than 3, indicate turbulence anisotropy.

The skewness and flatness of the pressure fluctuations are shown in FIG. 7 for the three iLES variants, as well as for different mesh resolutions. The present wall predictions show good agreement with the experimental measurements of Gravante et al. [45]. At this point skewness has a small negative value, while flatness has a value over 4, indicating that turbulence is non-isotropic, as expected, close to the wall. All iLES variants show very good agreement with the experimental measurements on the wall (FIG. 7a,b); however, low resolution meshes (G3 and G4) fail to correctly predict the high-order statistics on the wall (FIG. 7c,d).
FIG. 7. Comparison of skewness (a,c) and flatness (b,d) between iLES variants (a,b) and mesh resolutions (c,d). The experimental measurements of Gravante et al. \[45\] on the wall are presented with black squares. The black lines indicate skewness and flatness values for isotropic turbulence.

All iLES variants have a peak in both skewness and flatness close to the boundary layer edge. This behavior of skewness and flatness near the edge of the boundary layer suggests the dominance of small pressure fluctuations below the mean, whereas large pressure fluctuations are more intense, but less frequent. Away from the edge of the boundary layer, skewness and flatness are close to 0 and 3, respectively, indicating return to isotropy. iLES9 results on the finest mesh gradually tend towards isotropy with respect to both skewness and flatness. iLES5
iLES2 on the finest mesh predict flatness around 3, similar to iLES9, but for the skewness give a value around -0.2.

Further investigation using finer mesh resolutions is required to understand the connection of the peak in skewness and flatness (Fig. 7) with intermittency effects near the boundary layer edge (as also indicated in Fig. 3b), as well as acoustic radiation effects and their impact on the skewness and flatness values away from the edge of the boundary layer. It has been found that the freestream acoustic pressure fluctuations are non-isotropic and has a preferred wave angle (See Ref. [13]). The above issues would be studied in a future paper by further refining the wall-normal mesh in the free stream in order to resolve the freestream acoustic radiation.

B. Acoustic loading

The basic statistical quantity that describes the magnitude of near-wall acoustic loading is the root-mean-square level of the pressure fluctuation ($p'_{rms}$). In the experiments, this value is estimated through the integration of power spectral density data, an approach that has to be carefully applied as it can induce errors, which is reflected in the wide spread of the experimental results [8]. More specifically, the experimental results can be contaminated by noise in the low-frequency region of the spectrum owing to background facility noise and vibrations that increase the amplitude of $p'_{rms}$. The high-frequency spectrum can also be erroneous owing to sensor spatial resolution limitations, which tend to decrease estimates of the pressure fluctuation intensity.

Historically, $p'_{rms}$ was non-dimensionalized by the boundary layer edge or freestream dynamic pressure, $q_\infty = \gamma_{air} p_\infty M_\infty^2 / 2$, with $\gamma_{air}$ being the air heat capacity ratio, $p_\infty$ the freestream pressure and $M_\infty$ the freestream Mach number. We will present our results in this reduced form to compare them directly with previous DNS results and experimental data. We focus on the
near-wall ($y/\delta < 0.2$) pressure signals, where our calculations are in very close agreement with the extended value measured and corrected by Beresh et al. [8] and in excellent agreement with the DNS results obtained by Duan and Choudhari [46] (FIG. 8a). These results indicate that previous to Beresh et al. [8] experimental measurements significantly under-predict the acoustic loading on the walls beneath a supersonic TBL. Beresh et al. [8] proposed using the Corcos [47] corrections, which involve combining measurements from multiple sensors while applying noise cancellation (gray filled-in diamond in FIG. 8a), as well as an extension to the measured spectra to minimize the spatial resolution constraints of the sensors (transparent diamond in FIG. 8a). Both noise cancelation and high-frequency extension seem to drastically improve the quality of the results, although further experiments and simulations are needed to support these findings.
In the near-wall region that is critical to our acoustic loading study, the results of the two higher-order iLES show a very good agreement with each other, while the lower-order iLES over-predicts the intensity of the pressure fluctuations (FIG. 8a). Further away from the wall, but still inside the boundary layer, iLES5 produces results closer to the DNS results than iLES9 does. This finding can be a result of the dispersive nature of the highest-order variant, but further examination is necessary before drawing a definitive conclusion.

The operative cause for developing a reduced form for pressure fluctuations and other results was an attempt made in previous years to link compressible flows to incompressible ones, for which theoretical and experimental data are more accessible. This effort led to the development of theoretical models that attempted to predict — or scale — the pressure fluctuation intensity based on measurements of incompressible flows. A characteristic example of such a theoretical model is the relation proposed by Laganelli et al. [48]:

\[
\frac{p_{\text{rms}}}{\rho_0} = \frac{0.006}{\sqrt{[0.5 + (T_w/T_{aw})(0.5 + 0.09M_\infty^2) + 0.04M_\infty^2]^{0.64}}.}
\]  

In the above equation, \(T_{aw}\) is the adiabatic wall temperature calculated from the definition of the recovery temperature. The formula is linked to the incompressible database through the value 0.006, which is believed to be biased low due to the insufficient sensor spatial resolution in the era in which most experiments were carried out. Later publications suggest that this value should be corrected to 0.009 [8,49]. In FIG. 8a, we show the prediction based on the original model.
proposed by Laganelli et al. [48]. Applying the suggested correction (0.009) raises the value close to the point predicted by the extended measurement of Beresh et al. [8].

The example above suggests that empirical models based on incompressible, or even compressible, data must be used with caution as they are influenced by the conditions inherent to each experimental facility. In addition, since density gradients in the boundary layer — especially close to the wall — are very high (FIG. 8b), we expect compressibility effects to play a significant role in acoustic loading. Further away from the wall, the density converges to the freestream value very quickly, while outside the boundary layer, the density fluctuations diminish.

Considering that our calculations on the wall are of comparable accuracy to DNS results and the latest experimental measurements, we can further analyze the pressure signals. In acoustic loading calculations, it is common to transform the fluctuating pressures to sound pressure level (SPL), which can be directly connected to high cycle fatigue in aerospace structures:

\[
SPL = 20 \log_{10} \left( \frac{p_{rms}}{20 \mu Pa} \right) \quad (4)
\]

Using all three iLES variants, we calculate the SPL on the plate beneath the TBL. Instead of presenting the SPL values for specific locations, we take advantage of the nature of computer simulations and compile SPL contour plots over the entire plate (FIG. 9). Although the range of values achieved by all iLES is similar, a higher-order variant produce much finer- and smaller-scaled structures than a lower-order iLES. This unsteady nature of acoustic loading can increase the propensity for high cycle fatigue of the material on the vehicle outer mold-line.
FIG. 9. Snapshot of the SPL calculation on the plate in the fully turbulent region with three different orders of accuracy, a) iLES9, b) iLES5, and c) iLES2. For better interpretation of these figures, the reader is referred to the web (colored) version of this article.

As mentioned at the beginning of this section, most experimental information comes from measurements of the frequency spectrum of the wall pressure fluctuations. This quantity provides information about the distribution of the pressure fluctuations energy in frequency
and there have been considerable efforts to characterize its shape and identify its scaling laws. The frequency spectrum of the pressure field is defined as

\[
\Phi(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \overline{p'(x,y,z,t)p'(x,y,z,t+\tau)} e^{-i\omega \tau} d\tau,
\]

where \( \tau \) is a time delay and \( \omega \) is radial frequency.

The results we present are again from the same calculation points at which all previous statistics have been calculated. In the low-frequency region, the two high-order iLES show almost perfect agreement, while the low-order iLES2 peaks at a much higher value (FIG. 10). In contrast to the high-frequency region, where viscosity and near-wall motions are the key parameters, the low-frequency region is mostly affected by large-scale velocity fluctuations. In the higher-frequency region, low-order iLES lose energy much more rapidly than the highest-order iLES9, with the latter being more accurate, as the following comparison with the DNS and experimental data will reveal.
In FIG. 10, we also compare our results to the DNS data of Bernardini and Pirozzoli [10] and Duan et al. [11,13], who used slightly different Mach numbers, $M = 2$ and $2.5$, respectively. Another difference between the simulations is the properties of the boundary layer, and more specifically, the friction Reynolds number ($Re_f$) that can affect the amplitude of the pressure fluctuations, especially in the high-frequency region. Considering that the friction Reynolds numbers obtained by Bernardini and Pirozzoli [10] are either smaller or greater than those obtained from the present simulations, we expect our PSD to lie somewhere in between the two.
Only the results of the highest-order iLES satisfy this estimate, with the lower-order iLES significantly deviating from it.

To further assess the quality of our calculations, we compare our results with experimental data [8] and theoretical scaling predictions. Owing to the sensor spatial resolution limitations mentioned previously, the available experimental data include measurements only in the low-frequency region. Since the friction Reynolds number does not significantly affect this frequency region, a comparison can still be made, even though the experimental boundary layer is significantly thicker. Our results, as well as those in the reference cases, decay very weakly as \( \omega \to 0 \), in agreement with the theoretical arguments made by Ffowcs Williams [50] for compressible flows and in contrast to the \( \omega^2 \) scaling suggestion based on the Kraichnan–Phillips theorem for incompressible flows [51,52,53].

In the mid-frequency range, a universal overlap region is expected with \( \omega^{-1/3} \) scaling following the prediction of Bradshaw [54] and later theoretical [55] and experimental verifications [8,45]. The highest order iLES reproduces this slope only for a short frequency range between 300 kHz and 500 kHz (see FIG. 11a). The \( \omega^{-1/3} \) scaling is induced by eddies in the logarithmic region of the boundary layer. This scaling region appears only at sufficiently high Reynolds numbers, while the slope decreases, or diminishes, for lower Reynolds numbers; this explains the occurrence of \( \omega^{-1/3} \) over a short range of frequencies in the present simulations.
FIG. 11. Normalized power density spectrum of computed pressure signal on the wall at location $x/L = 1$. Comparison between theoretical scaling predictions and the calculated results from a) iLES9, b) iLES5 and c) iLES2. Black vertical lines indicate the transition between different frequency regions according to the theory. Grey vertical dashed line show the maximum resolved frequency for each iLES. Black dashed lines indicate the gradient of the various frequency regions.

At higher frequencies, the spectrum should roll off at a higher rate, reaching a slope proportional to $\omega^{-5}$, predicted theoretically by Blake [56] and measured in previous experiments [45,57]. Thus, the spectrum should transition from the mid- to the high-frequency region, where small-wavelength eddies become dominant much closer to the wall [45]. This transition region has been observed in experiments on incompressible flows [57,58], with its onset found to be near $\omega v/u_c^2 = 0.3$ [57]. In the present iLES9 simulations, this value is equivalent to about $f = 536$.
kHz (first vertical black line in FIG. 11). The spectrum at this transitional region is believed to be proportional to $\omega^{-7/3}$ [59], fully reaching $\omega^{-5}$ dependency at around $\omega v/u_r^2 = 1$ (or $f = 1.8$ MHz for iLES9, second vertical black line in FIG. 11) [58]. The black dashed lines in Figs. 8 and 9 indicate the gradient while the vertical solid lines show the transition from one frequency region to the other according to this analysis. Only the high-order iLES9 manages to capture all three regions with the correct spectrum roll off slopes from low- to high-frequency ranges. It is also the only method that correctly resolves all frequencies up to 3.9 MHz (grey dashed line in FIG. 11c), while the lower order methods produce a steeper slope than $\omega^{-5}$ for frequencies greater than 2.2 MHz (grey dashed line in FIG. 11a and b).

Note that in relation to the effects of acoustic loading on structural fatigue special attention is given to the initial region (spectrum proportional to $\omega^0$) where the low-frequency content will affect the structural response and fatigue life of panel structures. In the aforementioned figures we showed the complete pressure spectrum roll-off in logarithmic plots, while in FIG. 12 we show the same spectrum limited to the low frequency region in a linear plot. The highest order iLES produces results that follow closely the previously published DNS calculations with an average difference of \(~5\%\) from them. In contrast, the low order iLES2 over-predicts the pressure spectrum in this region, threefold with reference to DNS, and the results also exhibit an (non-physical) oscillatory behavior. The differences between the iLES variants observed in this low frequency region, as well as in the whole pressure spectrum roll-off, are also correlated with the pressure fluctuations on the wall (see FIG. 8a).
FIG. 12. Normalized power density spectrum of the low frequency region. Comparison with previous DNS results (dashed lines) [10,11,13]. For better interpretation of this figure, the reader is referred to the web (colored) version of this article.

A correlation can be drawn between the resolved turbulent length scales and the calculated spectrum of the pressure fluctuations on the wall. A previous study [18] has shown how the order of the method affects the shape and magnitude of the energy spectra, with the iLES9 approach providing results that closely match those of DNS. In the previous paragraphs we elaborated upon the better agreement of iLES9 with DNS, experimental and theoretical values of PSD. One can conclude that any method capable of resolving finer structures (see FIG. 2 and FIG. 9) also provides a more accurate energy and pressure spectrum. Failing to correctly reproduce small scales seems to directly affect the energy distribution across all scales.

In addition to the last figure we conduct an analysis of the distribution of energy along the entire frequency spectrum. The pre-multiplied pressure spectra on the wall, along with the calculations of Duan et al. [11,13], are plotted in FIG. 13. The highest-order iLES produces a peak at around $\omega \delta / U_\infty = 8$ (or $f = 696$ kHz), similar to the results reported by Duan et al. [11,13] but with the higher amplitude characteristic of a higher friction Reynolds number. The two lower-order iLES fail to correctly capture the position of the maxima and cause a shift in the pre-
multiplied pressure spectrum toward the lower-frequency band. This pressure spectrum shift can also be correlated with the SPL structures in FIG. 9 where iLES2 resolves large and coarse structures that contain low frequency pressure fluctuations energy, contrary to the smaller and finer (high frequency pressure fluctuations) structures of the higher order iLES (see FIG. 13). From a structural point of view fatigue estimation on aerospace structures depends not only on the amplitude of acoustic loading but also on the frequency range in which the highest amplitude is observed.

FIG. 13. Pre-multiplied power density spectrum of pressure signals on the wall at location $x/L = 1$. Direct comparison with DNS results [11,13]. For better interpretation of this figure, the reader is referred to the web (colored) version of this article.

The present iLES approach produces high-fidelity results that closely match previous DNS studies but require only a fraction of the computational cost. The promising conclusion about the iLES approach is further supported by the findings of Poggie et al. [19] where good agreement between iLES and DNS was also shown, with iLES requiring significantly less computational resources than DNS.
Our simulations utilized 480–720 cores on the Archie-WeSt supercomputer, which consists of 3500 Intel Xeon X5650 cores and 4GB of RAM per core, whereas the most recent DNS results required 23,040–102,400 cores [19].

IV. CONCLUSIONS

In the previous sections, we compared our calculations of acoustic loading beneath a supersonic attached TBL with previous numerical and experimental data as well as with the results predicted by various theoretical models where possible. We concluded that the iLES approach can achieve high levels of accuracy in the near wall region that are directly comparable to the results produced by DNS but require only a fraction of the computational resources.

In addition, we demonstrated that iLES provides good acoustic loading estimations, which are in agreement with DNS data and the most recently filtered and corrected experimental measurements. In addition to the magnitude of acoustic loading in space, we analyzed our data in the frequency domain. The pressure spectrum roll off was found to be heavily affected by the state of the boundary layer and the freestream conditions, i.e., compressibility effects in the low-frequency region dictate the slope of the pressure amplitude as the frequency, or the Reynolds number, approaches zero.

In presenting our results, we also discussed the differences between high- and low-order iLES and how the latter can introduce significant errors. We observed, for example, that the energy of the high-frequency pressure spectrum is underestimated by low-order iLES, while in the mid-
range frequency region the position of the maxima is also inaccurate. This can be attributed to the numerical dissipation of low-order iLES methods, which can artificially damp turbulent eddies and their associated sound spectra, particularly in the high- and mid-frequency ranges.

The results of this study reduce the uncertainties in acoustic loading simulations on structures beneath TBL while highlighting the capabilities of iLES in this field. Further simulations at higher Reynolds and Mach numbers will allow us to further assess iLES by comparing our results with experimental and flight data.
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