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Abstract—Obstructive sleep apnea, characterized by repetitive obstruction in the upper airway during sleep, is a common sleep disorder that could significantly compromise sleep quality and quality of life in general. The obstructive respiratory events can be detected by attended in-laboratory or unattended ambulatory sleep studies. Such studies require many attachments to a patient's body to track respiratory and physiological changes, which can be uncomfortable and compromise the patient's sleep quality. In this paper, we propose to record depth video and audio of a patient using a Microsoft Kinect camera during his/her sleep, and extract relevant features to correlate with obstructive respiratory events scored manually by a scientific officer based on data collected by Philips system Alice6 LDxS that is commonly used in sleep clinics. Specifically, we first propose an alternating-frame video recording scheme, where different 8 of the 11 available bits in captured depth images are extracted at different instants for H.264 video encoding. At the decoder, the uncoded 3 bits in each frame can be recovered via block-based search. Next, we perform temporal denoising on the decoded depth video using a motion vector graph smoothness prior, so that undesirable flickering can be removed without blurring sharp edges. Given the denoised depth video, we track a patient's chest and abdominal movements based on a dual-ellipse model. Finally, we extract ellipse model features via a wavelet packet transform (WPT), extract audio features via non-negative matrix factorization (NMF), and insert them as input to a classifier to detect respiratory events. Experimental results show first that our depth video compression scheme outperforms a competitor that records only the 8 most significant bits. Second, we show that our graph-based temporal denoising scheme reduces the flickering effect without over-smoothing. Third, we show that using our extracted depth video and audio features, our trained classifiers can deduce respiratory events scored manually based on data collected by system Alice6 LDxS with high accuracy.

I. INTRODUCTION

It is well understood that quantity and quality of sleep could significantly affect work productivity [1]. In particular, obstructive sleep apnoea, characterized by repetitive obstruction in the upper airway during sleep, is common in the general population [2] and can have significant negative effect on a person's sleep quality, and hence quality of life and cognitive functions. The condition is diagnosed via attended (in-laboratory) or unattended (ambulatory) diagnostic sleep studies. We address the problem of identifying the obstructive respiratory events in this paper.

To detect different respiratory events (that characterize obstructive apnea, hypopnea and central apnea), there exist in-laboratory monitoring devices such as system Alice6 LDxS (Philips) that measure a patient's physiological parameters such as oxyhemoglobin saturation, oronasal airflow etc, using various sensors physically attached to the patient's body. In particular, according to the American Academy of Sleep Medicine (AASM) Manual 2007 [3], an apnea is defined by a drop in the peak respiratory airflow by ≥ 90% from the baseline and the duration of the event lasts at least 10 seconds. An obstructive apnea is associated with continued or increased inspiratory effort throughout the entire period of absent airflow. In contrast, a central apnea is associated with absent inspiratory effort. A mixed apnea is associated with the initial portion of the event with absent effort followed by the resumption of such in the latter part of the event. A hypopnea is defined by a drop of ≥ 30% airflow from the baseline and the event lasts for at least 10 seconds, and such change is associated with a 4% drop in oxyhemoglobin desaturations [3].

However, existing in-laboratory monitoring devices are cumbersome to use, expensive, and intrusive with multiple body straps and tubes that affect a patient's sleep quality during monitoring. On the other hand, less intrusive sleep monitoring units such as vibration-sensing wristbands (e.g., Fitbit1 and Jawbone UP2) mostly record sleep time, i.e., the quantity rather than the quality of sleep, and are not equipped to detect respiratory events of different kinds as previously described during the night.

Motivated by the shortcomings of in-laboratory monitoring devices and consumer-level sleep monitoring units, our goal is to accurately but non-intrusively detect respiratory events as manually scored by a scientific officer based on data collected by system Alice6 LDxS. Towards this goal, we propose a completely contact-less sleep monitoring system based on depth video and

1 http://www.fitbit.com/
2 https://jawbone.com/up/
audio processing, suitable for home use. Not relying on the lighting condition of a dark sleeping room, we use a Microsoft (MS) Kinect sensor projecting infrared light patterns to capture depth images of the sleep patient. The main contributions of the paper are as follows:

1) To facilitate transmission of the acquired data from the patient’s home to a sleep clinic for storage and analysis, we propose an alternating-frame video recording scheme, so that different 8 of the 11 bits in captured depth images are extracted at different instants for efficient encoding using H.264 Advanced Video Coding (AVC) video codec [4]. At the decoder, the uncoded 3 bits in each frame can be recovered accurately via block-based search.

2) We perform temporal denoising using a motion vector smoothness prior [5], [6] expressed in the graph-signal domain [7], so that unwanted flickering can be removed without blurring sharp edges in the depth images.

3) Given the denoised depth video, we track the patient’s chest and abdominal movements over time based on our proposed dual-ellipse model.

4) We extract ellipse model features via a wavelet packet transform (WPT) [8], [9], which are combined with audio features extracted via non-negative matrix factorization (NMF) [10]–[13] for a Support Vector Machine (SVM) and feed-forward neural network (NN) classifiers to detect respiratory events.

Using respiratory events scored by a scientific officer (who is blind to our study) based on data collected by system Alice6 LDxS as ground truth, and captured depth video and audio of patients collected at Concord Private Hospital, Australia, we conducted extensive experiments to test our system. First, we show that our depth video compression scheme outperforms a competitor that records only the eight most significant bits in peak signal-to-noise ratio (PSNR). Second, we show that graph-based temporal denoising scheme reduces the flickering effect without over-smoothing. Third, we show that our system can deduce respiratory events of different kinds as scored manually by a scientific officer based on data collected by system Alice6 LDxS with high accuracy.

The outline of the paper is as follows. We first discuss related work and give an overview of our sleep monitoring system in Sections II and III, respectively. We then discuss the components of our system, depth video recording, denoising, ellipse modeling, and feature extraction and classification, in Sections IV, V, VI and VII, respectively. Finally, we present experimental results and conclude this paper in Sections VIII and IX, respectively.

We stress that we claim only to have observed correlation between relevant features extracted from recorded depth video and audio and respiratory events as scored by a scientific officer based on data collected by system Alice6 LDxS, and not actual medically defined sleep apnea symptoms or pathology.

II. RELATED WORK

A. Sleep Monitoring Systems

Recent advances in wireless sensing and multimedia processing have led to the development of many novel sleep monitoring systems, using a variety of sensors such as force, temperature, audio, and image sensors. Most of these systems, however, require wearable sensors (hence not contact-less) or do not have sufficient precision necessary for clinical applications. Numerous smartphone-based systems for sleep disorder detection have emerged recently (see Table 1 in [14]), based on audio recording and accelerometer measurements. However, there is no scientific evidence regarding clinical usability of these systems [14]. Other recent methods not reviewed in [14] are either limited to measuring respiration rate (such as [15]) and sleep duration (e.g., [16]), or require wearable sensors [17], [18]. For example, the system of [17] is capable of detecting sleep apnea, but it requires a smartphone and oximeter to be attached to the patient’s body while sleeping. [18] successfully classifies the patients into those with apnea episodes and those without, with over 90% accuracy, but requires wearing an armband containing a phone, attaching a microphone on the face, and an oximeter to the wrist. Further, the classification scheme is limited to apnea / non-apnea subject classification, rather than detection of individual episodes of sleep apnea (medically defined 10-sec intervals) and types of apnea (central, obstructive and mixed).

Force sensors placed on top or under the mattress, have also been used for sleep monitoring and estimation of heart rate, respiration rate, snoring periods, etc (e.g., [19]–[22]). There is no evidence, however, that such systems can differentiate among central, obstructive and mixed apnea.

The system in [23] estimates respiratory rate using received signals from wireless sensor nodes. However, the system requires a large number of wireless sensors to provide high accuracy (between 15 and 20 sensor nodes), only the test subject can be present in the room, and it is unclear if the system is accurate enough to detect apnea episodes based only on the detected breathing rate.

Video is used for non-contact sleep monitoring in [24]–[29]. Using video for sleep monitoring requires capturing the breathing action from the recorded images based on human pose estimation—a long-standing problem in computer vision [30]–[32]. For sleep monitoring, since color images are usually not available (due to the typically dark sleeping environment), and there is no clear separation between foreground object (patient under a blanket) and background (bed), colour-image hypergraph-distance [33] and pairwise-distance [34] based detection methods, and generic pose estimation techniques such as [31], [35], are not suitable for estimating the sleep pose.

[24], [25] adopt the camera-based optical approach using the MS Kinect infrared sensor. However, [24] is limited to respiration rate monitoring, and [25] is only
validated on simulated respiratory events. The depth-video based sleep monitoring system of [26] is limited to sleep-awake status detection. [27] claims that a Time of Flight (ToF) camera was used to detect chest and abdomen movements for apnea detection, but there is no description of which ToF camera was used and how chest and abdomen movements were deduced from the collected depth measurements. There is also no performance analysis of the proposal against ground truth data. This renders a direct comparison with [27] impossible.

[28] describes in detail a sleep monitoring system that uses a single Kinect camera, where chest movements are detected by tracking over time the closest depth measurement of the patient to a virtual camera directly above the patient. We differ from [28] in three respects. First, we use both audio and video to infer respiratory events, which improves detection accuracy and enables us to distinguish among central, obstructive and mixed apnea. Second, we propose a complete system that includes efficient depth video coding and denoising schemes. Third, unlike [28], [29], [36]–[39], we propose a more accurate dual-ellipse model, so that individual chest and abdominal movements can be tracked, even if the patient is sleeping sideways.

B. Comparison with Our Previous Work

Compared to our previous proposed sleep monitoring systems [40], [41], we have the following non-trivial improvements. First, both video and audio features are extracted for sleep apnea detection, which improves detection accuracy (to be shown in Sec. VIII). Second, relevant video features are extracted using a WPT [8], [9], [42], which we show to outperform the hand-crafted features in [40], [41] (variances of major and minor axis of the dual-ellipse model) in event detection accuracy. Third, our new method based on the Bisection (BS) method [43]–[46] and Nelder-Mead simplex method [45], [47], [48] to determine parameters of the best fitting ellipse given observed depth pixel samples is much faster, and can now robustly track the patient’s breathing patterns regardless of the sleeping pose (supine or sideway). With these improvements, we demonstrate that we can now differentiate between central apnea and obstructive / mixed apnea, which was not possible in our previous system.

III. System Overview

We first overview our proposed sleep monitoring system that employs an MS Kinect sensor to capture depth video and audio of a sleep patient. A potential usage of our system is as follows. When a patient stays overnight in a sleep clinic for initial testing, in addition to in-hospital system’s sensors, we deploy also a Kinect sensor to capture depth video and audio for respiratory event classifier training. In subsequent nights at the patient’s home, our proposed system that replicates the same Kinect sensor setup is activated to collect depth video and audio data non-intrusively for respiratory event classification. Without the body-attached sensors, this would mean a significant improvement in sleep comfort for the patient when at home.

Specifically, we employ a first-generation MS Kinect depth camera for depth video and audio processing and respiratory event classification. As shown in Fig. 1, the camera is set up at a higher elevation above and away from the head of the patient lying down. This camera location gives an unobstructed view of the patient’s torso for depth video capture and analysis. The Kinect camera captures depth images of resolution $640 \times 480$ pixels with 11-bit pixel precision at 30 frames per second. The camera can also simultaneously capture audio at 16kHz, 16-bit sample precision with a PCM S16 LE audio codec [49]. Note that though Kinect camera has a 4-microphone array resulting in a 4-channel audio, we use only the first channel for recording.

Fig. 1. Side view of sleep patient. Torso is divided into two cross sections, each modeled by an ellipse.

The first component of our system is the real-time capturing and compression of depth video (for transmission of captured video to a remote powerful server for storage and analysis) and recording of single-channel audio. We propose an efficient H.264 implementation of Kinect-captured video, where different 8 bits per pixel are extracted from 11 available bits of different temporal frames for encoding. At decoder, the uncoded 3 bits are recovered from neighboring frames via block motion search.

Second, we employ a graph-based temporal denoising algorithm to remove unwanted acquisition noise and flickers in recorded depth video. We show that the temporal flickers can be noticeably removed without over-smoothing and blurring of sharp edges typical in depth images.

Third, using the denoised depth video we track the chest and abdominal movements of the patient over time, as shown in Fig. 1. In a nutshell, we model the cross-sections of the patient’s chest and abdomen as ellipses, and we derive ellipse parameters that best fit the observed depth pixels per frame. The changes of the ellipse parameters over time will reveal breathing cycles and patterns.

Finally, we perform WPT [8], [9] on the ellipse parameters to extract video features, and NMF [10]–[13] on the recorded audio to extract audio features. The extracted
features are used to train an SVM classifier and a feedforward NN with four event classes: i) central apnea, ii) obstructive or mixed apnea, iii) hypopnea, and iv) all other events that are available from the ground truth labels. Fig. 2 illustrates the overall proposed system.

![Diagram of system overview]

Fig. 2. System overview. ‘Vital Signs Recording’ is for ground truth; Orange: initial training components; Blue: regular usage components.

### IV. DEPTH VIDEO RECORDING

We now describe our proposed coding algorithm to compress captured depth videos of sleeping patients. Each depth image captured by a first-generation MS Kinect sensor contains 11-bit precision pixels at spatial resolution 640 x 480. Baseline profile for video coding standard H.264 [4]—the most prevalent and optimized profile—supports only 8-bit precision, however4. Thus, we propose an alternating frame coding scheme to extract different 8 of 11 available bits in each captured pixel of different frames for encoding. At the decoder, we recover the uncoded 3 bits using our proposed recovery scheme. The reasons we can recover the uncoded 3 bits with high accuracy are: i) depth maps are known to be piecewise smooth (PWS), and ii) in a typical sleep video, only slow motion exists across frames. We discuss the encoding and decoding procedures next.

#### A. Encoder Selection of 8 Coding Bits

![Examples of MSB and LSB frames](image)

Fig. 3. Examples of MSB and LSB frames.

The encoder selects different 8 bits for each depth frame $Z_t$ of time instant $t$ for encoding as follows. Denote by $M$ the reference picture selection (RPS) parameter used during H.264 video encoding [4]; i.e., a P-frame $Z_t$ can choose any one of the previous $M$ frames $Z_{t-M}, \ldots, Z_{t-1}$ as predictor for differential coding. If $t \mod M = 0$, then we select the 8 most significant bits (MSB) of 11 captured bits in each captured depth pixel in target frame $Z_t$ for encoding. Otherwise, we select the 8 least significant bits (LSB) of 11 available bits in each pixel for encoding. MSB frames and LSB frames are very different; MSB frames are very smooth with missing details (contained in lost LSBs), while LSB frames suffer from overflow due to missing MSBs. See Fig. 3 for an illustration. However, our proposed encoding scheme ensures that each MSB or LSB frame $Z_t$ can find a similar previous frame $Z_{t-i}$ in predictor frame set $\{Z_{t-1}, \ldots, Z_{t-M}\}$ for differential coding thanks to RPS in H.264, thus achieving good coding efficiency (demonstrated in Sec. VIII-B1).

#### B. Decoder Recovery of Full 11 Bits

At the decoder, we recover the uncoded 3 MSBs in an LSB frame due to encoding of LSBs only—pixels that were similar to adjacent pixels before removal of 3 MSBs. Specifically, given smooth region boundary pixel location $p$ in LSB frame $Z_t$ where its pixel value is close to zero, i.e., $Z_t(p) \leq \delta$, we check if adding one significant bit $2^8$ would bring it closer to within $\delta$ of one of its neighbors, i.e.;

$$\min_{q \in N_p} |Z_t(p) + 2^8 - Z_t(q)| \leq \delta$$  \hspace{1cm} (1)

where $N_p$ is the set of adjacent pixels to $p$. If this is the case, then $p$ is a potential overflow pixel. To check if $p$ is an overflow pixel (or simply an object boundary), we perform motion estimation (ME) [50] using the most recent MSB frame $Z_t$. Specifically, given an $R \times R$ block $B_p$ with center at $p$ of the current frame $Z_t$ as target, we compute:

$$\min_{\mu} \left| Z_t(B_{p \times V}) \mod 2^5 - \left\lfloor Z_t(B_p) / 2^3 \right\rfloor + \mu|V| \right|,$$  \hspace{1cm} (2)

where the 5 LSBs in block $B_{p \times V}$ of $Z_t$ and the 5 MSBs in block $B_p$ of $Z_t$ are compared—only 5 bits are common between MSB and LSB frames. Note that we add the magnitude of the motion vector (MV) $v$ as a regularization term, because for PWS images, there can be multiple vectors $v$ with very small block differences. $|v|$ means we favor the smallest motion block in frame $Z_t$, which is reasonable due to low level of motion in sleep videos. $\mu$ is a parameter that trades off the block differential and the regularization terms.

Given the best MV $V_p$ computed in (2), we then check if $B_{p \times V}$ is smooth in $Z_t$. If so, then pixel $p$ in $Z_t$ is deemed an overflow bit, and we merge the smooth region of $p$ with the corresponding neighboring smooth region; i.e., the merged smooth region will share the same MSBs. If not, then this is actually an object boundary, and we copy the 3 MSBs in $B_{p \times V}$ of $Z_t$ to all pixels in the smooth region containing $p$. Fig. 4 illustrates the above procedure of decoder recovery of full 11 bits.

---

4Only High 4:4:4 Profile, that leads to high encoding complexity, supports 11 to 14 bits precision.
V. DEPTH VIDEO DENOISING

Depth images captured by a Kinect camera are susceptible to acquisition noise and have missing pixel values especially around object boundaries, which can adversely affect the performance of subsequent sleep event classification. In this section, we propose a temporal denoising algorithm based on a graph-signal formulation. We show how a graph-signal smoothness prior can be used for temporal denoising in depth videos, which is more complex than spatial denoising [51] and involves the joint optimization of motion vectors (MV) and noise-corrupted pixels in the target frame.

We first formulate an optimization problem for the motion field in a frame $t$ given previous frame $t - 1$ and a motion smoothness prior. Then we discuss how the problem can be modified if frame $t$ is corrupted by noise, and present an efficient algorithm to solve it.

A. Finding Motion Field

For simplicity, we assume first that neither target frame $t$ nor previous frame $t - 1$ is corrupted by noise. The goal is to find an accurate motion field for all $K \times K$ pixel blocks in frame $t$. Let $B_p(t)$ be the $i$-th $K \times K$ block in frame $t$, with upper-left pixel at $p_i$. Let $v_i = (x_i, y_i)$ be the MV of the $i$-th block. The MV field of all $N$ blocks in the frame is expressed in vector form as $v = [v_1, \ldots, v_N]$.

We first assume a spatial motion smoothness prior: a block’s MV will be similar to MVs of neighboring blocks if they belong to the same object; i.e., the MV field is PWS. One way of expressing piecewise smoothness is through a graph [5], [6], [52], [53]. We first construct a four-connected graph, where each node $i$ represents a block $B_p(t)$ and is connected to nodes corresponding to neighboring blocks of $B_p(t)$. We compute the weight $w_{ij}$ of an edge connecting two nodes (blocks) $i$ and $j$ as follows:

$$w_{ij} = \exp\left(-\frac{||v_i - v_j||^2_2}{\sigma_v^2}\right),$$  \hspace{1cm} (3)

where $\sigma_v$ is a chosen parameter. Given the constructed graph, we can define the degree and adjacency matrices, $D$ and $A$, correspondingly [7]. The graph Laplacian is defined as $L = D - A$. If the MV field is PWS, the graph variation term, $||v^T L v||^2_2$ is small: $v^T L v = \sum_{i,j} w_{ij} (v_i - v_j)^2$. Note that because $v_i$ contains x- and y-coordinates of the MV, $||v^T L v||^2_2$ means computing $v^T L v$ for the x- and y-coordinates, $v(x)$ and $v(y)$ of $v$, separately, then computing the resulting vector magnitude square.

We can now define an optimal MV field as one that results in good block matches in the previous frame $t - 1$ and is smooth with respect to the graph:

$$\min_v \sum_i ||B_{p+tv}(t-1) - B_p(t)||^2_2 + \lambda ||v^T L v||^2_2,$$  \hspace{1cm} (4)

where $\lambda$ is a chosen weighting parameter that trades off the ME term (first term) and the MV smoothness term (second term).

B. Temporal Denoising

We now remove the earlier assumption that target frame $t$ is noiseless, meaning we have to find MV field $v$ and denoise blocks $B_p(t)$ simultaneously. Beyond spatial MV smoothness prior, we now assume a temporal MV smoothness prior; i.e., if the $i$-th block at position $p_i$ of frame $t$ has MV $v_i$, then the predictor block at position $p_i + v_i$ of frame $t - 1$ will have a MV $u_{p+tv_i}$, that is similar to $v_i$. We can again express this notion of smoothness via a graph. In particular, in addition to the graph constructed for MV $v_i$ in frame $t$, we create additional nodes to represent predictor blocks in frame $t - 1$. We draw an edge between node representing block $B_p(t)$ in frame $t$ and node representing corresponding predictor block $B_{p+tv_i}(t - 1)$ with weight computed by (3).

Furthermore, we draw an edge between two predictor blocks at locations $p$ and $q$ in frame $t - 1$ if $||p - q||^2_2 \leq \Delta$, with edge weight computed as:

$$w_{ij} = \exp\left(-\frac{||v_p - v_q||^2_2}{\sigma_v^2}\right) \exp\left(-\frac{||p - q||^2_2}{\sigma_s^2}\right),$$  \hspace{1cm} (5)

where $\sigma_s$ is a chosen parameter. This weight assignment is similar to the one done in bilateral filtering [54]. See Fig. 5 for an example of a graph constructed from four blocks in the target frame $t$ and four corresponding predictor blocks in the previous frame $t - 1$.

Without loss of generality, we define the combined motion vector $\zeta$ to be a concatenation of MV $u$ of predictor blocks of frame $t - 1$ and MV $v$ of target blocks of frame $t$, i.e., $\zeta^T = [u^T v^T]$. We can also define degree and adjacency matrices $D$ and $A$ as done previously for the larger graph. The resulting Laplacian $L$ is again $L = D - A$. 

![Fig. 4. Decoder bits recovery given $p$ is a potential overflow pixel.](image)

![Fig. 5. Example graph construction given four blocks in target frame $t$ and four corresponding predictor blocks in previous frame $t - 1$.](image)
With these definitions, we can define the new objective to find MV $v$ and denoised blocks $B_p(t)$ as a sum of three terms: i) ME error term, ii) MV smoothness term, and iii) fidelity term with respect to observed noisy blocks $B_p(t)$, i.e.,

$$\min_{v,B_p} \{ \sum_i \|B_{p+v}(t-1) - B_p(t)\|_2^2 + \mu \|L_v\|_2^2 \}, \quad (6)$$

where $\mu$ is a weighting parameter for the fidelity term. Note that, an ME error term (the first term in (6)) is introduced so that similar blocks can be identified between the previous and current frames. A regularization term (the second term in (6)) is employed to constrain the search space in an under-determined inverse problem. Finally, a fidelity term (the third term in (6)) is used to ensure that the denoised block is close to the observation. We discuss how we solve (6) next.

C. Optimization Algorithm

(6) is difficult to solve as it involves many variables. Our strategy is to alternately solve one set of variables at a time while keeping the other set fixed, until convergence. Suppose first we initialize MV $v$ using conventional ME [50], then fix $v$ and solve for optimal blocks $B_p(t)$. The fidelity smoothness term is not affected by the selection of $B_p(t)$, and so (6) reduces to:

$$\min_{B_p} \{ \sum_i \|B_{p+v}(t-1) - B_p(t)\|_2^2 + \mu \sum_i \|B_p(t) - B_{p}(t)\|_2^2 \}, \quad (7)$$

Let $B_p(t)$ be a convex combination of $B_{p-v}(t-1)$ and $B_{p}(t)$, i.e.,

$$B_p(t) = e B_{p-v}(t-1) + (1-e) B_{p}(t). \quad (8)$$

By substituting (8) into (7), taking the derivative with respect to $e$ and setting the equation to zero, we see that the optimal $e^*$ is: $e^* = \frac{1}{1+\mu}$. This agrees with intuition; if $\mu = 0$, then $e^* = 1$ and $B_p(t)$ is set to predictor block $B_{p-v}(t-1)$, and if $\mu = 1$, then $e^* = 1/2$, and $B_p(t)$ is the average of predictor block $B_{p-v}(t-1)$ and observed noisy block $B_{p}(t)$.

Now we fix blocks $B_p(t)$ and solve for the optimal MV $v$. The fidelity term is not affected by MV $v$, so (6) reduces to:

$$\min_v \{ \sum_i \|B_{p+v}(t-1) - B_p(t)\|_2^2 + \lambda \|L_v\|_2^2 \}, \quad (9)$$

(9) is still difficult to solve, since each change in MV $v$ induces a change in corresponding predictor block $B_{p+v}(t-1)$, resulting in a different predictor MV $u_{p+v}$, and a modified Laplacian $L$. Our strategy then is to find first the optimal MV $v^*$ that minimizes the smoothness term, then insert $v^*$ into (9) to see if the objective is reduced.

Given $\zeta$ is a concatenation of predictor MV $u$ and target MV $v$, we can rewrite the smoothness term as:

$$
\begin{bmatrix}
u^T \\
L_{uu} & L_{uv} & L_{vv}
\end{bmatrix}
\begin{bmatrix}
u \\
t
\end{bmatrix}
= u^T L_{uu} u + u^T L_{uv} v + v^T L_{vu} u + v^T L_{vv} v.
$$

The first term is a constant and not influenced by $v$. Additionally, $u^T L_{uv} v = v^T L_{vu} u$. Thus to find $v^*$ that minimizes the smoothness term, we write: $\min_v v^T L_{vv} v + 2u^T L_{vu} v$. This is an unconstrained quadratic programming problem, with closed form solution [55]:

$$v^* = L_{vv}^{-1}(-u^T L_{uv})^T, \quad (10)$$

where $L_{vv}^{-1}$ is the pseudo-inverse of $L_{vv}$.

Because $v^*$ only minimizes the second term in objective (9), we perform the following greedy procedure using $v^*$ to reduce the overall objective function value: we iteratively insert a maximally "beneficial" component of $v^*$ (one that decreases the objective (9)) into the current vector $v$. We stop when no more beneficial components in $v^*$ exist.

Pixels in frame $t$, $B(t)$, and MV $v$ are alternately optimized using the two procedures described above, until the solution converges. Experimentation shows this only requires a few iterations in practice.

The proposed graph-based depth video temporal denoising scheme is summarized in Algorithm 1.

**Algorithm 1** Graph-based depth video temporal denoising.

**Input:** Frames $t-1,t$.

**Output:** Denoised Frame $t$;

1: Initialise $u,v$;
2: while not converged do
3: Optimise $B_p(t)$ in Frame $t$ by minimizing (7) given $B_p(t)$ and fixed $v$;
4: Optimise $v$ by minimizing $\lambda \|\zeta^T L \zeta\|_2^2$ in (9) given $u$ and optimised $B_p(t)$;
5: Further optimise $v$ by iteratively inserting maximally “beneficial” component of $v^*$ (to minimize (9)) into current $v$ until no more beneficial components in $v^*$ exist;
6: end while

VI. ELLIPSE MODELING OF HUMAN TORSO

In this section we discuss how we build our ellipse model in two steps using the denoised depth video. In the first step, each depth pixel from the captured camera view is mapped to a virtual camera view (head-on view) as illustrated in Fig. 1. To reduce the computation time, the region of interest is identified as a bounding box that contains only depth pixels of the patient, which is based on the difference of the depth images taken before and after the patient gets in bed. Each depth pixel with coordinate $(u,v,d)$ in the virtual view is then classified into
two different cross sections of the patient’s torso—chest and abdomen—based on depth value \( d \). See Appendix A for details of the above view transformation.

In the second step, we model each cross section (chest or abdomen) as an ellipse; i.e., we estimate a best-fitting ellipse based on the set of observations \((u, v)\)’s classified to this cross section. During regular breathing, the patient’s chest and abdomen will expand and contract, resulting in ellipse size changes over time. We estimate the major and minor radii of ellipses per frame given observed depth video to track the patient’s breathing cycle over time. Unlike our previous work [41], our new system can in addition detect the patient’s body tilt during sleep (e.g., sleeping on the side), resulting in rotated model ellipses about the origin. We describe how we formulate and solve the ellipse-fitting problem in detail next.

A. Problem Formulation

Let \( \mathbf{o} = \{o_1, \ldots, o_N\} \) be the set of \( N \) observations for construction of one ellipse, where \( o_n \) is \((u_n, v_n)\)—the observation’s location in the \( u-v \) image coordinate system as observed from the virtual view. The parametrization of an ellipse in a Cartesian \( u-v \) coordinate system is:

\[
\begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} c_u \\ c_v \end{pmatrix} + (\cos \phi \cos \delta - \sin \phi \sin \delta) \begin{pmatrix} a \cos \phi \\ b \sin \phi \end{pmatrix}, \phi \in [0, 2\pi],
\]

where \((c_u, c_v)\) denotes the center of the ellipse, \( a \) and \( b \) denote the major and minor radii, respectively, and \( \delta \) denotes the ellipse tilt that models the patient’s body tilt. For simplicity, we assume that the center of the ellipse is at the origin, i.e., \( c_u = c_v = 0 \). An ellipse can thus be characterized by \( \theta = (a, b, \delta) \).

Denote by \( s_\theta(o_n) \) the minimum Euclidean distance between observation \( o_n \)’s location \((u_n, v_n)\) and the ellipse with parameter \( \theta \). We formulate the following objective to find the best-fit ellipse parameters \( \theta^* \) given observations \( o \):

\[
\theta^* = \arg \min_{\theta} \sum_{n=1}^{N} s_\theta(o_n). \tag{13}
\]

For example, for an ellipse with \( \theta = (a, b, \delta) \), \( s_\theta(o_n) = ||(u_n, v_n) - (u_{\min}, v_{\min})||_2 \), where \((u_{\min}, v_{\min})\) is the closest point on the ellipse to \((u_n, v_n)\); i.e., the vector \((u_n, v_n)\) to point \((u_{\min}, v_{\min})\) on the ellipse is orthogonal to the tangent of the ellipse at \((u_{\min}, v_{\min})\) [44], [56]. See Fig. 6 for an illustration of an ellipse with \( \theta = (a, b) \).

B. Optimization Algorithm

Conventionally, (13) can be computed via either geometric ellipse fitting in parametric form by solving an equivalent nonlinear least squares problem, or fast algebraic ellipse fitting with geometric distance weighting [57]. Neither of these two approaches require initial ellipse parameters \( \theta \). However, the former can be very inefficient when building Jacobian due to large number of \( o_n \)’s, and the latter does not generally minimize the geometric distance.

Note that, computing each \( s_\theta(o_n) \) given initial ellipse parameters \( \theta \) is a well-known root-finding problem, which can be solved by solving a quartic equation with four roots [56], [58]. The root that is closest to \((u_n, v_n)\) is then chosen to determine \( \theta^* \). However, this is clearly inefficient given a large number of \( o_n \)’s. Instead, we adopt the Bisection (BS) method [43]–[46]. (See Appendix B.) We choose the BS method instead of Newton’s Method as done in [40], [41], because the latter has numerical problems when \( v_n \) is nearly zero.

Since \( \sum_{n=1}^{N} s_\theta(o_n) \) is non-convex, we resort to a local numerical method—the Nelder-Mead (NM) simplex method [45], [47], [48]—to find the best ellipse parameters \( \theta^* \) in (13), using \( s_\theta(o_n) \) found by the BS method explained above. See Appendix C for details.

VII. Feature Extraction & Classification

In this section, we describe how to extract relevant features from the depth video signal (i.e., the four computed 1D signals—major and minor radii of the two fitted ellipses (chest and abdomen) as functions of time) and audio signal. We note that the time duration for each experimental data segment for feature extraction—both the computed 1D ellipse signal segments \( x \) and the audio signal segment \( y \)—is set at 10 sec, which is the medically defined duration of a respiratory event [59]. The segment window is then shifted by 5 sec, so neighboring segments have a 5-sec overlap.

A. Depth Video Features

Unlike our previous work [40], [41] where we directly used the variances of the ellipses’ major and minor radii in a time window to perform classification, in this paper, we adopt wavelet analysis, namely, WPT [8], [9], [42].
WPT decomposition adopts recursive splitting of vector spaces that is represented in a binary tree (see Fig. 8.1 in [9] for an example), which produces a redundant representation by using analysis filters for both high and low frequencies [60], [61].

In particular, each sub-segment \( a \in \mathbb{R} \) (with the size defined in Sec. VIII-B3) of the 10-sec 1-D ellipse signal segment \( x \) (i.e., the amplitude of the ellipse major/minor radius over time), is approximated at the scale \( 2^j \), i.e., at \( J \) levels (where \( J \in [0, \log_2 N] \), with \( N \) being the number of samples in \( a \)). Each level \( j \) contains \( N \) approximation and detail coefficients that are divided into \( 2^j \) tree-nodes, and each tree-node thus contains \( N/2^j \) coefficients.

After this WPT signal decomposition, we concatenate the normalized logarithmic energy [42] of each coefficient in the increasing order of the tree-nodes resulting in the feature vector \( \tilde{F} \) for the \( i \)-th sub-segment \( a_i \) of the original 1D ellipse signal segment \( x \). Finally, we concatenate all \( \tilde{F} \) forming a feature vector \( \tilde{E} = [\tilde{E}_1, \ldots, \tilde{E}_p] \) for \( x \), where \( p \) is the number of sub-segments \( a_i \) of \( x \).

B. Audio Features

For audio feature extraction we resort to NMF [10], [12], which is commonly used for audio feature extraction. Indeed, NMF is frequently used in spectral data analysis [13], and audio signals are well-fit for such feature extraction method given their spectrograms. By the virtue of nonnegativity [12], NMF is able to unsupervisedly learn parts representation of the signal, in contrast to other methods, such as Principle Component Analysis (PCA) and vector quantization, that learn holistic, distributed representations [11].

We perform NMF decomposition in the following way. We first apply short-time Fourier transform (STFT) on each sub-segment \( b \) (with the size defined in Sec. VIII-B3) of the 10-sec 1-D audio signal segment \( y \), resulting in a spectrogram matrix \( B \in \mathbb{R}^{m \times n} \) as the magnitude of STFT. Then, we solve the NMF problem, i.e., find a spectral-feature matrix \( W \in \mathbb{R}^{m \times k} \) and a temporal-activity matrix \( H \in \mathbb{R}^{k \times n} \) by minimizing the following cost function:

\[
D(B|WH) = \|B - WH\|^2, \tag{14}
\]

where the product \( WH \) is an approximate factorization of \( B \) at rank \( k \). We discuss how to choose an appropriate rank \( k \) in Sec. VIII-B3.

An alternating least-square (ALS) update rule is used to find the optimal matrices \( W \) and \( H \). Specifically, following [13], we initialize \( W \) as an \( m \times k \) random dense matrix, then iteratively solve for \( H \) based on \( W^\top WH = \hat{W}\^\top B \), followed by a projection step, i.e., setting all negative elements within \( H \) to 0. Next, we solve for \( W \) based on \( HH^\top W^\top = BH^\top \), followed by the same projection step on \( W \). The above ALS rule with projection steps aids sparsity, converges faster and performs more consistently comparing with multiplicative update rules [13]. To alleviate the uniqueness problem which can be easily seen by considering \( WDD^{-1}H \) for any non-negative nonsingular matrix \( D \) [13], given \( W \) and \( H \) after each iteration, we first normalize them as \( \hat{W} = WD \) and \( \hat{H} = D^{-1}H \), respectively, where \( D = \text{diag}(\sqrt{\sum_{i=1}^{m} H(1, u)^2}, \ldots, \sqrt{\sum_{i=1}^{m} H(k, u)^2}) \). Then, for obtaining a consistent permutation, we reorder the columns of \( \hat{W} \) and \( \hat{H} \) by the index of the decreasing magnitude of the elements in \( \hat{W} = [\sum_{i=1}^{m} \hat{W}(u, 1)^2, \ldots, \sum_{i=1}^{m} \hat{W}(u, k)^2] \), followed by reordering the rows of \( \hat{H} \) as \( H \) accordingly.

We perform NMF decomposition on \( b_i \) using the designated rank \( k \), reshape \( \hat{W} \) as \( \hat{W} = [\hat{W}(1,:), \ldots, \hat{W}(k,:)] \), reshape \( \hat{H} \) as \( \hat{H} = [\hat{H}(1,:), \ldots, \hat{H}(k,:)] \), concatenate \( \hat{W} \) and \( \hat{H} \) as the feature vector \( \hat{U}_i = [\hat{W}_1, \hat{H}_1, \ldots, \hat{W}_k, \hat{H}_k] \) for the \( i \)-th sub-segment \( b_i \) of the original 1-D audio signal segment \( y \). Finally, we concatenate all \( \hat{U} \) forming a feature vector \( \hat{U} = [\hat{U}_1, \ldots, \hat{U}_Q] \) for \( y \), where \( Q \) is the number of sub-segments \( b_i \) in \( y \).

C. Classification

Next, we train classifiers using \( \hat{E} \) and \( \hat{U} \), our extracted relevant depth video and audio features, respectively, for respiratory event classification. We train an SVM with a linear kernel, since given \( \hat{E}, \hat{U} \in \mathbb{R}^{n \times z} \), \( z > 2000 \), i.e., the number of features is large, it is preferable to use linear kernel, i.e., mapping data to a higher dimensional space does not improve the performance (see Appendix C in [62]). Since SVM does not include a feature selection process, we also train a feed-forward NN with sigmoid hidden neurons and softmax output neurons, to investigate if training a classifier that involves nested subset feature selection methods can improve classification performance and cost-effectiveness [63], [64] for our high-dimensional datasets. We present our classification results in Sec. VIII-B3.

VIII. Experimentation

A. Experimental Configurations

We captured a 480-minute depth video and audio for each patient with suspected sleep apnea at Concord Private Hospital in Sydney, Australia during January and February 2015\(^5\). The data were collected from four consenting patients over a two-day period. The data used for training and testing SVM and NN classifiers is limited to sleep periods (including wake periods that occurred during sleep periods)—382 $\pm$ 37 minutes for each subject. Besides our depth video and audio capturing, each patient was connected to the Alice6 LDxS as used in the corresponding attended diagnostic sleep studies. The sleep studies were attended polysomnography, and the scientific officer who scored the sleep studies was blinded to our multimedia feature learning study. The data obtained from the system was manually scored according to the AASM 2007 manual [3] and the

\(^5\)The experimental procedure performed using depth video and audio has passed the ethical committee in National Institute of Informatics (NII) in Tokyo, Japan.
respiratory events were identified. These event labels are the ground truth data for our experiments. For a respiratory event that is of over 10-second length, we used the same segment window (10-second in length with a 5-sec overlap) as we used in the video and audio data to get data segments that have the same class as that event.

We present experimental results in the following order: depth video compression, depth video denoising, and respiratory event detection.

B. Experimental Results

1) Depth Video Recording: We first validate our proposed block-based search procedure to recover the 3 uncoded MSBs in an LSB frame. We set block size to $8 \times 8$ (see Sec. IV). Fig. 7 shows an example of the decoded LSB frame and the recovered LSB frame. First, we see in Fig. 7(a) that due to overflows, there are discontinuities even within the same physical object. We see in the recovered LSB frame in Fig. 7(b) that the overflow problem is corrected, resulting in a much smoother and natural looking depth image.

Next, we compare compression performance of our LSB-MSB coding scheme with RPS parameter $M = 5$ to the scheme that compresses only the 8 MSBs of each depth frame using the same H.264 implementation—AVC part 10 codec [4]. As a performance metric we used PSNR, calculated as:

$$
\text{PSNR} = 10 \log_{10} \frac{(2^{11} - 1)^2 \cdot X \cdot Y}{\sum_{i=1}^{X} \sum_{j=1}^{Y} (X(i,j) - Y(i,j))^2},
$$

where $X$ and $Y$ are two $X \times Y$ pixel 11-bit depth images. Uncompressed 11-bit depth images were used as ground truth, and for the 8-MSB coding scheme, three zero bits were appended to the decompressed 8-bit values.

Fig. 8 shows the coding performance as PSNR averaged over all frames of the two coding schemes for two sleep video sequences. The results indicate that our LSB-MSB coding scheme outperforms 8-MSB coding scheme for up to 8dB.

2) Depth Video Denoising: We next evaluate the performance of our proposed graph-based temporal denoising scheme in terms of flickering reduction. Table I lists the parameter settings for our denoising scheme (see Sec. V). For comparison, we used the following as competing schemes. The first scheme is bilateral filtering (BF) [54] that performs spatial filtering using local neighboring pixels. We also implemented an algorithm that performs motion estimation and temporal median denoising (TMF) separately, similar to existing works such as [65]. Additionally, we performed weighted mode filtering (WMF) [66] and tested an augmented Lagrangian-based (AL) video denoising algorithm [67].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$ (block size in pixels)</td>
<td>8</td>
</tr>
<tr>
<td>$\Delta$ (thresholding for predictor-block edge)</td>
<td>5</td>
</tr>
<tr>
<td>$\sigma_v$ (target-block edge weight scaling)</td>
<td>1</td>
</tr>
<tr>
<td>$\sigma_g$ (predictor-block edge weight scaling)</td>
<td>1</td>
</tr>
<tr>
<td>$\mu$ (weight for the fidelity term)</td>
<td>0.1</td>
</tr>
<tr>
<td>$\lambda$ (weight for the MV smoothness term)</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 9 shows the energy of the difference between two consecutive frames for our scheme and the competing schemes for the first 10 frames of an acquired sleep video sequence. We observe that our scheme is lowest in frame-difference energy for each of the tested consecutive frames.

Fig. 10 shows an example of a zoomed segment of a denoised depth frame using AL [67] and our proposed denoising scheme. We observe that our scheme preserves sharp edges without over-smoothing.

3) Respiratory Event Detection: We first performed four-class classification—i) central apnea, ii) obstructive / mixed apnea, iii) hypopnea, and iv) all the other events—using depth video features extracted from the 1-D signals based on our dual-ellipse model. For each 10-sec segment $x$, we used a sub-segment size of 5-sec with 0.5-sec increments and performed WPT at $J = 5$ levels on each sub-segment. To train a four-class SVM classifier, we adopted one-against-one strategy by training six binary SVM classifiers, a competitive approach among five multi-class SVM classification methods compared in [68]. We trained a two-layer feed-forward NN with 10 sigmoid hidden neurons and 4 softmax output neurons as a competing classifier. We also used the variance (VAR) of the ellipse major/minor radius as depth video features [40], [41] for training the same classifiers.

Fig. 11 shows the classification error rates of inverse...
Fig. 9. Energy of the difference between two consecutive frames, where +i/-i denotes the number of future and previous depth images used for TMF.

(a) AL

(b) proposed

Fig. 10. Sample segments of denoised frames by using AL and proposed scheme.

5-fold cross-validation (CV) (each time using 1-fold for training and the remaining 4-folds for testing), inverse 3-fold CV, 3-fold CV, and 5-fold CV based on video features only. We see that the classifiers with WPT features significantly outperform the hand-crafted VAR features in [40], [41]. Fig. 12 demonstrates a 300-minute sample of a sleep patient showing the major/minor radius and the tilt of the chest/abdomen ellipse, with groundtruth-sleeping-poses marked side-by-side. One can see that our system can robustly track the patient’s respiratory patterns regardless of the sleeping pose, and $\delta_{\text{abdomen}}$ shows strong correlation with the actual sleeping pose. Fig. 13 shows the successfully detected respiratory events using WPT depth video features during the sideway sleep period that is highlighted in Fig. 12. In particular, the colourised bars at the top of the figures denote the manually scored events by a scientific officer based on data collected by system Alice6 LDx5; the plotted lines denote the major and minor radii of the fitted ellipses for the patient’s chest and abdominal cross sections, and the colours on the plotted lines are the detected respiratory events by our learned classifier.

For four-class respiratory event classification with audio features, we heuristically set the rank $k = 3$ for NMF feature extraction (see our discussion in Section VIII-C2). As competing feature sets we use the following two sets: i) We apply WPT at $J = 7$ levels (each 10-sec 1-D audio signal segment $y$ has much more elements than $x$) on each segment of $y$’s and training classifiers since such biomedical audio signals also contain different types of time-frequency structures [9]. ii) We concatenate the following conventional audio features as a MIX audio feature vector and train classifiers, namely, energy, energy entropy, harmonic ratio, fundamental frequency, spectral centroid, spectral entropy, spectral rolloff, spectral flux, zero crossing rate, Mel-frequency cepstral coefficients and chroma vectors [69]. Fig. 14 shows the classification error rates based on audio features only. Both SVM and NN classifiers trained by using NMF features show their best performance.

Finally, we train SVM and NN classifiers by combining both depth video and audio features used above. One can see in Fig. 15 that both classifiers perform better than using the features extracted from either of the two media, where the combination WPT+NMF shows

4 In our experiments, an apneic event containing periods which fulfill hypopnea rules and do not fulfill apnea rules are treated as multiple individual events, e.g., we treat an apneic event that begins with a period that fulfills hypopnea rules followed by an immediate following period that fulfill apnea rules as two individual events - a hypopnea event with an immediate following apnea event. After the individual respiratory events are correctly classified, it is straightforward to automatically combine a hypopnea event with an immediate following apnea into a single apnea event, as specified in AASM recommendations [3].
where true positive (TP) denotes that a central apnea (resp. obstructive or mixed apnea, hypopnea and all the other events) testing sample is correctly classified, false positive (FP) denotes that a non-central apnea testing sample is incorrectly classified as central apnea, true negative (TN) denotes that a non-central apnea testing sample is correctly classified as non-central apnea, and false negative (FN) denotes that a central apnea testing sample is incorrectly classified as non-central apnea. The results are shown in Figs. 16 and 17 based on inverse 5-fold CV, inverse 3-fold CV, 3-fold CV, and 5-fold CV, respectively. The minimum sensitivity of the trained classifier is 98.2% for central apnea in inverse 5-fold CV and minimum specificity 99.76% for all the other events in 3-fold CV.

Table II shows the inverse 5-fold CV error rates of SVM classification based on the above three sets of features: WPT depth video feature, NMF audio feature, and WPT video+NMF audio feature.

Additionally, for each class we compute sensitivity and specificity of SVM classification based on WPT video+NMF audio feature with cross-validation, which are defined as follows:

$$\text{sensitivity} = \frac{TP}{TP + FN}, \quad \text{specificity} = \frac{TN}{FP + TN}$$

**Fig. 12.** 300-minute sample of a sleep patient showing six ellipse parameters over time. $a_{\text{chest}}$ and $b_{\text{chest}}$ are the major and minor radii of the chest-ellipse, respectively; $a_{\text{abdomen}}$ and $b_{\text{abdomen}}$ are the major and minor radii of the abdomen-ellipse, respectively; $\delta_{\text{abdomen}}$ and $\delta_{\text{chest}}$ are the tilts of the abdomen-ellipse and the chest-ellipse, respectively.

**Fig. 13.** Successfully detected events based on WPT depth video features showing $a_{\text{chest}}, b_{\text{chest}}, a_{\text{abdomen}}$, and $b_{\text{abdomen}}$ during the sideway sleep period that is highlighted in Fig. 12. Red: central apnea; Magenta: obstructive and mixed apnea; Yellow: hypopnea; Green: other events.

the best performance with inverse 5-fold CV error rates of only 0.4% and 1.67%, for SVM and NN classifiers, respectively. Table II shows the inverse 5-fold CV error rates of SVM classification based on the above three sets of features: WPT depth video feature, NMF audio feature, and WPT video+NMF audio feature.

**Table II**

<table>
<thead>
<tr>
<th>Features</th>
<th>Video</th>
<th>Audio</th>
<th>Video + Audio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error rates</td>
<td>1.52%</td>
<td>0.83%</td>
<td>0.4%</td>
</tr>
</tbody>
</table>

**Fig. 14.** Error rates of classification based on audio features.

**Fig. 15.** Error rates of classification based on depth video+audio features.
Fig. 16. The sensitivity of classifying different respiratory events using a trained SVM classifier based on WPT video+NMF audio feature with CV.

Fig. 17. The specificity of cross-validation classifying different respiratory events using a trained SVM classifier based on WPT video+NMF audio feature with CV.

C. Discussions

1) Depth Video Recording and Denoising: First, our LSB-MSB depth video compression scheme outperforms 8-MSB coding scheme at the PSNR range of sufficient quality for respiratory event detection. Second, our graph-based temporal denoising scheme can more effectively reduce frame-difference energy, and thus flickering effects, over the competing schemes, even if fewer number of frames were used in the processing window than competing schemes; while our denoising scheme reduces the flickering effect, it does not over-smooth and preserves sharp edges well.

2) Respiratory Event Detection: For respiratory event detection with video features, we compared the performance of our previous Newton’s Method-based ellipse-fitting scheme [40], [41] and the proposed Bisection method and Nelder-Mead simplex method-based (BSN-M) scheme (Sec. VI-B) in terms of the computation speed. We ran both algorithms on 100 consecutive depth video frames in MATLAB R2014b on a Windows 10 laptop with Intel Core i7-4600U and 8GB RAM, and report that the average computation time per ellipse is 36.53s using [40], [41] and 8.68s using BSNM, i.e., there is a 76% speed-up and also one can get ellipse-tilts in addition to major/minor radius, by using the new BSNM ellipse-fitting method.

Next, we built a competing dual-rectangle model and compared it to our dual-ellipse model in terms of the classification performance. Specifically, given observations \( \mathbf{o} \), we found the best-fit rectangle \( \mathbf{o}' = (\alpha, \beta, \omega) \), with \( \alpha, \beta \) and \( \omega \) denoting the length, width and the tilt that represents the body pose, using the objective that is similar to (13):

\[
\mathbf{c}^{\text{best}} = \arg \min_{\mathbf{o}} \sum_{n=1}^{N} h_{i}^{-1} (s_{i}(\mathbf{o}_{n}))^2 .
\] (17)

We used the same video clips as in [40], [41], and trained SVM classifiers using similar hand-crafted features, i.e., the variances of four ellipse major/minor radius for dual-ellipse model and those of four rectangle length/width for dual-rectangle model, for fair comparison. We performed binary classification (i.e., Class 1: central / obstructive / mixed apnea / hypopnea; and Class 2: all the other events) with 50% data used for training and the remaining 50% for testing. The resulting confusion matrices (in the following format: [true positive, false positive; false negative, true negative]), [50%, 0%; 0%, 50%] and [10%, 6%; 40%, 44%], for the dual-ellipse and dual-rectangle model, respectively, show significant performance advantage of using our dual-ellipse model.

For respiratory event detection with audio features, we justify how we set the rank \( k \) for NMF feature extraction. For each 10-sec segment \( y \), we used the same sub-segment size (5-sec with 0.5-sec increments). For the \( i \)-th 5-sec sub-segment \( b_{i} \), we computed its spectrogram \( B \) by STFT with 25ms STFT-window and 12.5ms increments. We first applied singular value decomposition (SVD) on all \( B \)'s. Fig. 18 shows the mean singular values of all \( B \)'s. One can see that the majority of the singular values are small.

![Graph showing the mean singular values of all B's.](image)

\[
\text{TABLE III}
\begin{tabular}{|c|c|c|c|}
\hline
Sample handling & Features & \( k = 2 \) & \( k = 3 \) & \( k = 4 \) \\
\hline
With sub-segments & 5610 & 0.46% & 0.34% & 0.4% \\
No sub-segments & 630 & 0.77% & 0.65% & 1.01% \\
\hline
\end{tabular}
\]
with the classification error rates shown in the row ‘no sub-segments’. Given the fact that classifier always performs best at $k = 3$, we set $k = 3$ for our subsequent classification experiments. This is consistent with our initial hypothesis that the audio contains: i) background noise, ii) machine sound (e.g., the cooling module of the system), and iii) human sound.

The trained classifiers with WPT video features outperforms the hand-crafted VAR features in our prior work. The classification with NMF audio features indicates that when the captured depth video is obstructed, one can still use the audio signal to detect respiratory events. Finally, the result of sensitivity and specificity for SVM classification with video-audio features reported in Figs. 16 and 17 indicates that our trained classifier has good ability to both correctly identify a central apnea (resp. obstructive or mixed apnea, hypopnea and all the other events) and correctly identify a non-central apnea, with 20% or more training data.

IX. Conclusion

Existing sleep monitoring systems are expensive and intrusive enough that they negatively affect the quality of a patient’s sleep. In this paper, we propose to record audio and depth video of a patient using a Microsoft Kinect camera during his/her sleep, so that relevant features can be extracted non-intrusively for detection of different respiratory events. Our proposal contains three parts. First, we propose an efficient H.264 video coding scheme, where the captured 11-bit video can be reliably recovered at the decoder even though the compressed video is first converted to 8-bit. Second, we propose a graph-based depth video denoising algorithm, so that undesirable flicker can be removed without over-smoothing. Third, we propose a dual ellipse model to track the patient’s chest and abdominal movements given captured depth pixels. When ellipse features are combined with audio features, different respiratory events, as scored manually based in data collected by system Alice6 LdxS, can reliably be detected.

We note that, our system requires large storage for data recording, it is relatively slow in fitting of the dual-ellipse respiratory model and person-specific classifier training for each human subject. Using large amount of collected data, future work would focus on developing more efficient and less complex model fitting methods and feature extraction for training classifiers that are generally applicable to different subjects.

Appendix A

View transformation

As shown in Fig. 19, we follow [70], set the origin of the world coordinate system to the upper-left feature point of a checkerboard, fix the actual camera - Kinect, and capture $n$ infrared images and $n$ corresponding depth images with different checkerboard orientations, including a pair of infrared and depth images showing that the checkerboard is closely perpendicular (pp) to the centerline of the virtual view, $l$ mm away from the virtual camera, denoted as $I_{pp}$ and $D_{pp}$, respectively. Each infrared image, denoted as $I$, is formed by projecting pixels in the world coordinate system into the captured image coordinate system using a perspective transformation

$$\lambda_1 [u \ v \ 1]^\top = K[R(1\ 0\ 0)^\top][X \ Y \ Z \ 1]^\top,$$

where $K$, $R$, and $t$ are the intrinsic camera matrix, rotation matrix and translation vector respectively, $(u, v)$ are the coordinates of a pixel in image $I$, $(X, Y, Z)$ are the pixel coordinates of the point that is the backprojection of $I(u, v)$ into the world coordinate system, $\lambda$ is a scaling factor of $I$.

We estimate $K, R$, and $t$ with a closed-form solution [70], and minimize

$$\sum_{i=1}^{n} \sum_{j=1}^{n} \|m_{ij} - \hat{m}(K, R, t, M_j)\|^2$$

(19)

to refine them, where $m_{ij}$ is the intensity of a detected feature point in image $I_j$ and $\hat{m}$ is the projection of the world point $M_j = [X \ Y \ Z]^\top$ in image $I_j$.

Given a checkerboard of size $(g \cdot w)\text{mm} - (g \cdot h)\text{mm}$, and $l$ mm away from the virtual camera in both $I_{pp}$ and $D_{pp}$, the rotation matrix and translation vector of the virtual camera when ‘capturing’ the virtual depth pattern plane image $D_{ppv}$, denoted as $R_{ppv}$ and $t_{ppv}$ (as shown in Fig. 19) respectively, are given by:

$$R_{ppv} = I_4, \ t_{ppv} = \left[\frac{g \cdot w}{2} \ \frac{g \cdot h}{2} \ l\right]^\top.$$  (20)

The virtual image coordinates function based on perspective transformation is given by:

$$\lambda_{ppv}[u_2 \ v_2 \ 1]^\top = K[R_{ppv}]^{-1}\lambda_{pp}[u_1 \ v_1 \ 1]^\top - KR_{ppv}^{-1}t_{ppv} + K1_{ppv},$$

where $R_{pp}$ and $t_{pp}$ are the rotation matrix and translation vector of the actual camera when capturing $I_{pp}$, $\lambda_{pp} = S_1/c_1$, $c_1$ is from:

$$[u_1 \ b_1 \ c_1]^\top = K^{-1}[u_1 \ v_1 \ 1]^\top,$$

(22)

and the relationship between the actual depth value (in mm) $S_1$ and the observed disparity $D_{pp}(u_1, v_1)$ in $D_{pp}$ is given by (see [72]): $S_1 = [-2.85 \times 10^{-6}D_{pp}(u_1, v_1) + 0.003]^{-1}$. 

Fig. 19. View transformation setup.
Similarly we have $S_2 = [-2.85 \times 10^{-6}D_{poo}(u_2, v_2) + 0.003]^{-1}$. Finally, the observed disparity of the point in the virtual image is given by: $D_{poo}(u_2, v_2) = d = (0.0035 S_2 - 1)/(2.85 \times 10^{-6} S_2)$.

**Appendix B**

**Bisection method**

Following [44], we use the implicit form of the ellipse

$$E(x_n, y_n) = \left(\frac{a}{2}\right)^2 + \left(\frac{y_n}{b}\right)^2 - 1 = 0,$$  \hspace{1cm} (23)

and calculate half of the gradient of $E(x_n, y_n)$, i.e., the normal vector to $(x_n, y_n)$, i.e.,

$$\left(\frac{u_n}{v_n}\right) = q\sqrt{E(x_n, y_n)} \frac{x_n}{a^2} \frac{y_n}{b^2},$$  \hspace{1cm} (24)

or

$$u_n = x_n(1 + \frac{q}{a^2}), v_n = y_n(1 + \frac{q}{b^2}),$$  \hspace{1cm} (25)

where $q$ is a scalar. Without loss of generality $a \geq b$. With exception of the following four special cases for $s_0(\theta)$:

$$s_0(\theta) = \begin{cases} \sqrt{a^2 u_n^2 + b^2 v_n^2 - a^2} & \text{if } a = b \\ a & \text{if } |u_n - a| < c, |v_n - b| < c \\ \left|u_n - a\right| & \text{if } |u_n - a| \geq c, |v_n - b| < c \\ \left|v_n - b\right| & \text{if } |u_n - a| < c, |v_n - b| \geq c \end{cases}$$  \hspace{1cm} (26)

where $c > 0$ is a small tolerance, (25) can be solved for $x_n$ and $y_n$ as:

$$x_n = \frac{a^2 u_n}{q + a^2}, y_n = \frac{b^2 v_n}{q + b^2}.$$  \hspace{1cm} (27)

Thus, we have

$$E(q) = \left(\frac{a u_n}{q + a^2}\right)^2 + \left(\frac{b v_n}{q + b^2}\right)^2 - 1 = 0,$$  \hspace{1cm} (28)

where $q \in [q_{\text{min}}, q_{\text{max}}]$, $q_{\text{min}} = -b^2 + b v_n, q_{\text{max}} = -b^2 + \sqrt{a^2 u_n^2 + b^2 v_n^2}, E(q_{\text{min}}) > 0, E(q_{\text{max}}) < 0$ [44]. BS first examines the sign of $E(2q_{max} + 2q_{min})$ or $E(2q_{min} + 2q_{max})$ if $E(q_{\text{min}})$ (or $E(q_{\text{max}})$) has the same sign as $E(2q_{\text{min}} + 2q_{\text{max}})$, then replaces $q_{\text{min}}$ (or $q_{\text{max}}$) with $q_{\text{min}} + q_{\text{max}}$ if $E(q_{\text{min}})$ (or $E(q_{\text{max}})$). BS stops at $|q_{\text{max}} - q_{\text{min}}| < \tau$, where $\tau > 0$ is a small tolerance. We use the above BS procedure to determine $s_0(\theta)$.

**Appendix C**

**Nelder-Mead simplex method**

NM starts from $V = \{V_1, \ldots, V_K\}$, the $(K + 1)$ points in $K$-dimensional space defining the initial simplex, for minimization of a function with $K$ variables. Let $V_k = f_k(\theta)$. NM continuously updates $V$ with three operations, naming, reflection, contraction, and expansion [47], until $\forall V_k, \sqrt{(V_k - \frac{1}{K} \sum_{k=1}^{K} V_k)^2} / K < \chi$, where $\chi$ is a small tolerance, i.e., the minimum has been reached.
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