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A CFD model of erosion-corrosion of Fe at elevated temperatures in aqueous environments
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Abstract
In studies of erosion-corrosion at materials at elevated temperatures, there have been many attempts to model the process. Such models have comprised quasi-static and simulation models. However in many environments, erosion-corrosion occurs in aqueous conditions and can be considerable affected by flowing gases in dry conditions. In such cases, any accurate models of erosion-corrosion must include an algorithm due to flow in addition to the mechanics and chemistry of the tribo-corrosion interactions. In this paper, a CFD model is generated of the tribo-chemical interaction at elevated temperatures. The initial work has concentrated on modeling temperature effects in wet conditions; however, the potential application of the model to dry conditions is also outlined. The results are discussed in relation to existing erosion-corrosion models in the literature at elevated temperatures.

Introduction
Erosion-corrosion by solid particles has been the subject of much interest in the past decades due to the fact that this is a technologically challenging issue in many environments, ranging from room to elevated temperatures, and in aqueous to dry conditions[1-4]. Various diverse environments such as oil and gas drilling, advanced power generation processes and dental environments suffer from erosion interacting with corrosion. In such cases, the degradation is a function of properties of the particles, the target and the environment. Models have been constructed of the degradation based on the many variables affecting the wastage rate. [5-9]

In recent years, a relatively new development has been to construct mechanistic maps charting the transitions between the regimes [10-14]. The various criteria between the regime transitions and the variables incorporated on the maps have varied widely. Yet these maps are powerful tools for separating the tribological action from the corrosion process and their interactions. They also have the capability to identify regimes of safe and unsafe operating conditions, in addition to providing a basis for materials selection and process optimization as a function of the conditions.

In developing realistic models of erosion-corrosion, it is very important to understand the limitations of existing modelling approaches. In any process, the tribo-chemical parameters will interact with flow conditions dictated by the properties of the gas or liquid in which the particles are entrained. Yet until recently, such important effects have rarely been incorporated into erosion-corrosion models.
In this paper, a CFD model has been developed to model the effect of temperature on the erosion-corrosion in a three dimensional space. The results have been used to map temperature effects on the erosion-corrosion of a 3-D component. The potential of the model to apply to erosion-corrosion in dry conditions is discussed in this paper.

**Methodology**

The metal surface mechanical properties are affected by the temperature rise. Sheldon et al. [15] related the yield strength with the Vickers hardness number by the following empirical relation:

\[
H_s (T) = 2.7 \sigma_y (T)
\]  

(1)

Nho [16] listed the effect of elevated temperature on the hardness of various carbon and stainless steel alloys. Das et al. [17] used the data in Shida et al. [18] to propose polynomial relationships for various materials to accurately relate the yield strength and the material temperature. A correlation relation for the carbon steel is given, based in these data as follows [17]:

\[
Y (T) = 9.81 \left(2 \times 10^{-5} T^2 - 0.0353 T + 30.871\right)
\]  

(2)

Thus, the target material hardness can be related to the operating temperature as:

\[
H_s (T) = 26.487 \left(2 \times 10^{-5} T^2 - 0.0353 T + 30.871\right)
\]  

(3)

The specific heat of the target material is also influenced by the temperature rise. From the available standard data for Fe [19], the following polynomial function can be created to represent this change:

\[
C_p (T) = 17.905 \left(2.038 \times 10^{-12} T^5 - 4.66 \times 10^{-9} T^4 \right.
\]

\[
+ 4.22 \times 10^{-6} T^3 - 1.87 \times 10^{-3} T^2 + 0.432 T - 16.77\right)
\]

(4)

Therefore, we can use equations 3 and 4, to account for the temperature effect of the target material on its mechanical properties in the erosion-corrosion modelling.

**Erosion models for 3D map construction.** In modelling the erosion rates at any impact angle, the second erosion model of Sundararajan [20] was found to be suitable for this new method, but also needs some adaption to account for the effect of temperature rise on the surface of the material used. The model can predict the erosion rates at different impact angles and for different particle shape. It is split into two expressions; one is for the normal impact, and the other is for the oblique impact, and is summarised here as follows; for erosion by deformation [20]:

\[
Er_{def} = \frac{5.5 \times 10^{-2}}{(T_m - 436)^{0.75}} \frac{2^n f_i V^2 \sin^2 \alpha (1 - e^2)}{n_i C_p}
\]

(5)

for erosion by cutting:
where:

\[ \mu_f = \frac{1}{(1 + \lambda)(1 + \epsilon) \tan \alpha} \]  

(7)

The normal and tangential coefficient of restitution can be related to the impact angle through the semi-empirical relation [21]:

\[ e_n = 0.988 - 0.78 \alpha + 0.18 \alpha^2 - 0.024 \alpha^3 + 0.027 \alpha^4 \]  

(8)

and:

\[ e_t = 1.0 - 0.78 \alpha + 0.64 \alpha^2 - 0.21 \alpha^3 + 0.028 \alpha^4 - 0.022 \alpha^5 \]  

(9)

It can also be related to the target material properties as [13]:

\[ e_n = \frac{1.36 H^0.625}{E_e^{0.5} \rho_p^{0.125} V^{0.25}} \]  

(9)

where the elastic modulus of collision (or reduced modulus of elasticity) \( (E_e) \) can be given by [22]:

\[ E_e = \frac{E_s E_p}{E_p \left(1-v_s^2\right)+E_s \left(1-v_p^2\right)} \]  

(10)

Eraslan and coworkers [23, 24] have used experimental data of Noda [25] to model the dependency of the mechanical properties of steel on temperature. They used a nonlinear fitting formulae for the experimental data and assumed constant Poisson ratio in a temperature range from 273 – 673[K]. This assumption was found to hold for most of the engineering materials such as steels. The modulus of elasticity is given as a function of temperature from [23, 24] as:

\[ E = E_o \left[1 + \frac{(T - 273.16)}{T_1 \ln(T/T_2)} \right] \]  

(11)

where \( E_o = 200 \) [GPa], \( T_1 = 2000 \) [°C] and \( T_2 = 1100 \) [°C].

The effect of the fluid temperature rise can be estimated by its influence in the fluid viscosity and density. A curve fitting was used to fit the available data [26] for the density and viscosity change to account for their variation with the temperature rise in [K]. For the density of water:

\[ \rho_s(T) = 1.65 \times 10^{-5} T^3 - 0.02 T^2 + 7.01 T + 207.51 \]  

(12)

and for the water viscosity variation with temperature:
\[ \mu_i(T) = 2.4 \times 10^{-5} \left[ \frac{247.8}{10^{(T-140)}} \right] \]  

Equations (12, 13) were used in the CFD simulation to calculate the water density at the temperature range given.

**Corrosion models**

**Active corrosion models.** Corrosion in steel is governed by several factors but mainly by the applied conditions of the solution alkalinity measured by pH scale and applied potential within the chemical reaction [27]. These are the factors that determine the corrosion process if it is in the dissolution or the passivation region, according to E-pH diagram for the Fe. Thus, to investigate the effect of the temperature rise on the corrosion rates, it is necessary to study the temperature rise effects on the E-pH diagram of the Fe.

Figure 1(a-d) shows the simplified E-pH diagrams for Fe at various temperatures ranging from 298 to 363 [K] respectively, showing how dissolution and passivation regions change with the temperature rise. The main electrochemical reactions equations involved are represented by the boundary lines numbered in Figure 1(a), and are listed as follows [27]:

- **Line 1:** \(2e^- + Fe^{2+} = Fe\)  
  \[ (14) \]

- **Line 2:** \(e^- + Fe^{3+} = Fe^{2+}\)  
  \[ (15) \]

- **Line 3:** \(Fe_2O_3 + 6H^+ + 2e^- = 2Fe^{2+} + 3H_2O\)  
  \[ (16) \]

- **Line 4:** \(Fe_2O_3 + 6H^+ + 6e^- = 2Fe +3H_2O\)  
  \[ (17) \]

- **Line 5:** \(2Fe^{3+} + 3H_2O = Fe_2O_3 + 6H^+\)  
  \[ (18) \]

In order to construct the 2D erosion-corrosion maps correctly, these lines must be represented mathematically as a function of the applied potential and pH variables. This can be done by computing the thermodynamics that govern each electrochemical reaction. The equation of every line at the given temperature levels is listed in table 1. These lines represent the transition between dissolution, passivation and immunity regions.
The corrosion rate is mainly characterised by the summation between the pure corrosion rates \( (K_{co}) \), which can be neglected because it is assumed to be very low; and the contribution of erosion to the corrosion process denoted by \( (\Delta K_c) \) (also known as erosion enhanced corrosion) in the passive region. Corrosion rates in the dissolution region can be estimated by neglecting \( (\Delta K_c) \) (because these are assumed to be low) and calculating the net current density \([A cm^{-2}]\) from the Butler-Volmer equation which is dependent on the temperature. Equation 19 can be thus given as:

\[
 i_{anet} = i_o \left[ \exp \left( \frac{\beta z_m Fr (E_{ap} - E_o)}{R_a T} \right) - \exp \left( \frac{-(1-\beta) z_m Fr (E_{ap} - E_o)}{R_a T} \right) \right]
\]  

(19)

The dissolution rate can be expressed by Faraday law:

\[
 K_c = K_{co} = \frac{RAM i_{anet}}{z_m Fr}
\]  

(20)

The Butler-Volmer equation is used in modelling the dissolution corrosion rate in both 2D and 3D erosion-corrosion maps.

**Repassivation models for 3D maps.** The passivation model developed in [14] is used to estimate the additive effect \( (\Delta K_c) \). It should be noted that the effect of temperature is only apparent in the reduction of the target material hardness. The erosion rate is given as:

\[
 \Delta K_c = \pi k h \rho_p d_p^2 \left[ \frac{\rho_p (1-e^2)}{6H_s} \right]^{0.5} (V \sin \alpha_i)
\]  

(21)

The unit given for the erosion model by equation 21 is [kg impact^{-1}]. To convert to [kg m^{-2} s^{-1}], equation 21 is multiplied by the particle impact flux as outlined in [13]. This can be varied according to the erosion-corrosion process being modelled. For example, if the flow is homogeneous (constant particle concentration), particle impact frequency may be given as [28]:

\[
 I_p = \frac{c_p V_p \sin \alpha}{m_p}
\]  

(22)

Converting to [kg m^{-2} s^{-1}] using equation 22; the passive layer erosion model will be [14]:

\[
 \Delta K_c = \frac{c_p V_p \sin \alpha}{m_p} \left[ \frac{\rho_p (1-e^2)}{6H_s} \right]^{0.5} (V_p \sin \alpha_i)^2
\]  

(23)

The constant \( (k) \) is defined as the mass ratio between the metal and its oxide created during the corrosion reaction multiplied by the number of moles of metal involved in the reaction, and is related to \((k_2)\) in [13]; by definition as: \((k = k_2/2)\).

**Erosion-corrosion mapping**

The total wear can be estimated as the summation of the erosion and corrosion rates and is given by:
\[ K_t = K_e + K_c \] \hspace{1cm} (24)

where

\[ K_e = K_{eo} + \Delta K_e \] \hspace{1cm} (25)

and

\[ K_c = K_{co} + \Delta K_c \] \hspace{1cm} (26)

In the active regions, the erosion enhanced corrosion \( \Delta K_c \) and corrosion enhanced erosion \( \Delta K_e \) are neglected while in passive regions, the pure corrosion is much lower than the erosion enhanced corrosion. hence, in the active regions, the total wear is given by:

\[ K_t = K_{eo} + K_{co} \] \hspace{1cm} (27)

and in passive regions the total wear may be given as:

\[ K_t = K_{eo} + \Delta K_c \] \hspace{1cm} (28)

The regime boundaries needed for constructing the regime maps on the interior surfaces of the pipe are defined by the ratio \( K_c/K_e \) and are useful in determining the transition regimes at a given applied pH and applied potential.

\[ \frac{K_c}{K_e} < 0.1 \] \hspace{1cm} (Erosion dominated) \hspace{1cm} (29)

\[ 0.1 \leq \frac{K_c}{K_e} < 1 \] \hspace{1cm} (Erosion-Corrosion dominated) \hspace{1cm} (30)

\[ 1 \leq \frac{K_c}{K_e} < 10 \] \hspace{1cm} (Corrosion-Erosion dominated) \hspace{1cm} (31)

\[ \frac{K_c}{K_e} \geq 10 \] \hspace{1cm} (Corrosion- dominated) \hspace{1cm} (32)

The transition boundaries for the wastage maps:

\[ K_t < 1 \text{ [mm year}^{-1}\text{]} \] \hspace{1cm} (low wastage) \hspace{1cm} (33)

\[ 1 \leq K_t < 10 \text{ [mm year}^{-1}\text{]} \] \hspace{1cm} (medium wastage) \hspace{1cm} (34)

\[ K_t \geq 10 \text{ [mm year}^{-1}\text{]} \] \hspace{1cm} (high wastage) \hspace{1cm} (35)
Slurry flow models

A dilute slurry flow of water-alumina sand particles with assumed uniform size of $10^{-3}[\text{m}]$ and volume fraction of 0.1 is ingested through a pipe bend inlet with bore diameter $D$ equal to 0.078[m] and $(R_c/D)$ ratio of 1.2. All CFD simulations were made by FLUENT ver.6.3 [29], which uses a finite volume method to solve the flow governing equations. Table 2 summarises the equations and operating and boundary conditions used in this study while Table 3 lists the mechanical and physical properties for the slurry and target material. A structured grid is performed in the near walls; for the bulk flow region, an unstructured grid was used. The imbalance between the mass flow rates in the exit boundary and the inlet one was computed to ensure mass continuity and found to be $1.144 \times 10^{-5} [\text{kg s}^{-1}]$. To validate the CFD analysis, an erosion rate comparison with the case study [30, 31] was performed, Figure 2. The validation simulation was made for SS304L stainless steel alloy using the Forder erosion model [21] as in [30]. The results in the present study were simulated for mild steel using Sundararajan’s second model [20].

Results

Fig. 2 indicates the various predictions of the erosion models and it can be seen that there are similarities between the erosion rates calculated and evaluated in earlier work [30] when the values in the earlier study were used and hence this was a useful calibration exercise. The predictions on real surfaces are indicated in Fig. 3 where the highest erosion rates were observed at the bend in the pipe. Analysis of the impact frequency; Fig. 4 and the impact velocity profile. Fig. 5 indicates the area around the bend experienced the highest impact frequency and velocities.

Figures 6 and 7 show the regime maps for Fe at constant applied potentials and various pH values. For the erosion-corrosion regime maps at pH 5 and applied potential $V= -0.6 [\text{V}]$ (SCE), Fig. 6, the dissolution regimes prevailed. At the pipe bend, in regions of higher particle concentration and velocity, there were transitions to erosion-dissolution and erosion-dominated regimes, Figure 6(a), and these tended to increase as the temperature increased; Figure 6(b-d). This is consistent with the Pourbaix diagrams in these conditions.

In contrast with the results at pH=5, Figure 7(a-d) shows the erosion-corrosion regimes at pH=9 and applied potential $V= -0.6 [\text{V}]$ (SCE). Here, the erosion-passivation regime predominated. In these conditions, the corrosion rate decreased on the maps compared to erosion.

Discussion

The Pourbaix diagrams indicate, Fig. 1, the decrease in passivation potential as a function of increasing temperature, indicating that the aqueous corrosion regime may change significantly with temperature. This has a significance for the erosion-corrosion model as changes from dissolution to passivation controlled behavior become more likely as temperature is increased. If local changes in temperature occur over the component, such transitions may also be achieved.

The variation of erosion rates along the surface of the component, Fig. 3, indicates higher erosion rates at the elbow. This is consistent with a higher impact frequency and velocity in this location, Figs. 4-5. The maximum effects of erosion and thus the interactions with corrosion are most likely to occur in these conditions.

The regime maps, Fig. 6 at pH 5, indicate a reduction in dissolution as temperature is increased on the component, pushing the regimes into those dominated by erosion. At 363 K, erosion-dominated
behavior is the main degradation mechanism, Fig. 5(d). By contrast at pH 9, Fig. 7, erosion-passivation dominates the component, with a marginally decreased reduction in passivation affected behavior at the highest temperature, 363K. This indicates that temperature effects on the erosion-corrosion behavior at various pH values can differ markedly according to the thermodynamic stability of the corrosion product at the various temperatures.

Hence, the above demonstrates a new technique for modelling erosion-corrosion interactions in 3-dimensions. The approach enables erosion-corrosion regimes to be mapped in 3-dimensions. Further work will be to apply the analysis to other corrosion conditions, such as dry oxidizing environments.

Summary
A model has been developed for the effect of temperature on the erosion-corrosion by solid particles in aqueous conditions. Using this approach, various erosion-corrosion regimes have been mapped in 3-dimensions. The model indicates that the erosion-corrosion regimes may change significantly with increases in temperature. Further work on this model will be to apply it to other high temperature conditions, such as dry oxidizing environments.
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<table>
<thead>
<tr>
<th>Line</th>
<th>Temperature [K]</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line 1</td>
<td>298</td>
<td>E= -0.638</td>
</tr>
<tr>
<td></td>
<td>323</td>
<td>E= -0.617</td>
</tr>
<tr>
<td></td>
<td>343</td>
<td>E= -0.638</td>
</tr>
<tr>
<td></td>
<td>363</td>
<td>E= -0.620</td>
</tr>
<tr>
<td>Line 2</td>
<td>298</td>
<td>E= 0.771</td>
</tr>
<tr>
<td></td>
<td>323</td>
<td>E= 0.814</td>
</tr>
<tr>
<td></td>
<td>343</td>
<td>E= 0.848</td>
</tr>
<tr>
<td></td>
<td>363</td>
<td>E= 0.871</td>
</tr>
<tr>
<td>Line 3</td>
<td>298</td>
<td>E= 1.076 - 0.177 pH</td>
</tr>
<tr>
<td></td>
<td>323</td>
<td>E= 1.097 - 0.192 pH</td>
</tr>
<tr>
<td></td>
<td>343</td>
<td>E= 1.129 - 0.204 pH</td>
</tr>
<tr>
<td></td>
<td>363</td>
<td>E= 1.144 - 0.210 pH</td>
</tr>
<tr>
<td>Line 4</td>
<td>298</td>
<td>E= -9.054 - 0.959 pH</td>
</tr>
<tr>
<td></td>
<td>323</td>
<td>E= -9.046 - 0.964 pH</td>
</tr>
<tr>
<td></td>
<td>343</td>
<td>E= -9.039 - 0.968 pH</td>
</tr>
<tr>
<td></td>
<td>363</td>
<td>E= -9.032 - 0.972 pH</td>
</tr>
<tr>
<td>Line 5</td>
<td>298</td>
<td>pH = 1.72</td>
</tr>
<tr>
<td></td>
<td>323</td>
<td>pH = 1.47</td>
</tr>
<tr>
<td></td>
<td>343</td>
<td>pH = 1.33</td>
</tr>
<tr>
<td></td>
<td>363</td>
<td>pH = 1.23</td>
</tr>
</tbody>
</table>

Table 2: CFD modelling equations, operating and boundary conditions

<table>
<thead>
<tr>
<th>Model parameter</th>
<th>Water</th>
<th>Aluminium seed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solver equations</td>
<td>Navier-Stokes</td>
<td>DPM</td>
</tr>
<tr>
<td>Turbulence model</td>
<td>Standard k-ε</td>
<td></td>
</tr>
<tr>
<td>Wall treatment</td>
<td>Standard wall functions</td>
<td></td>
</tr>
<tr>
<td>Coupling</td>
<td>two-way coupling</td>
<td></td>
</tr>
<tr>
<td>Operating conditions</td>
<td>ambient</td>
<td></td>
</tr>
<tr>
<td>inlet velocity [m s⁻¹]</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5: Physical and mechanical properties for the shelly and target material

<table>
<thead>
<tr>
<th></th>
<th>Fluid (water)</th>
<th>Sand (aluminum)</th>
<th>Target (solid steel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>density [kg m⁻³]</td>
<td>908</td>
<td>2070</td>
<td>7650</td>
</tr>
<tr>
<td>particle size [mm]</td>
<td>10⁻⁹</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mass flow rate [kg s⁻¹]</td>
<td>14.3</td>
<td>5.627</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1: Simplified Pourbaix diagrams for Fe at: a) 298 b) 323 c) 343 d) 363 [K].

Figure 2: Prediction of erosion models and comparison with experimental results of Wood et al. [ ] at 298 [K].

Erosion rates [ m3 imp-1]
- 1.40E-16
- 3.60E-17
- 6.67E-18
- 1.92E-18
- 0.00E+00

Figure 3: Erosion rates contours on the outer surface predicted by (DPM) Discrete Particle Method at 298 [K].
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Figure 4: Impact frequency by (DPM) Discrete Particle Method at 298 [K].

Impact Velocity [ m.s-1]
- 2.31
- 1.73
- 1.16
- 0.58
- 0.00

Figure 5: Impact velocity profile on the surface of the elbow-pipe at 298 [K].
Figure 6: Regime maps for Fe at pH = 5, V = -0.6 [V](SCE) at:
(a) 298 (b) 323 (c) 343 (d) 363 [K].

Figure 7: Regime maps for Fe at pH = 9, V = -0.6 [V](SCE) at:
(a) 298 (b) 323 (c) 343 (d) 363 [K].