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Abstract

Research and development on smart antennas, which are recognized as a promising technique to improve the performance of mobile communications, have been extensive in the recent years. Smart antennas combine multiple antenna elements with a signal processing capability in both space and time to optimize its radiation and reception pattern automatically in response to the signal environment. This paper concentrates on the signal processing aspects of smart antenna systems. Smart antennas are often classified as either switched-beam or adaptive-array systems, for which a variety of algorithms have been developed to enhance the signal of interest and reject the interference. The antenna systems need to differentiate the desired signal from the interference, and normally requires either a priori knowledge or the signal direction to achieve its goal. There exists a variety of methods for direction of arrival (DOA) estimation with conflicting demands of accuracy and computation. Similarly, there are many algorithms to compute array weights to direct the maximum radiation of the array pattern toward the signal and place nulls toward the interference, each with its convergence property and computational complexity. This paper discusses some of the typical algorithms for DOA estimation and beamforming. The concept and details of each algorithm are provided. Smart antennas can significantly help in improving the performance of communication systems by increasing channel capacity and spectrum efficiency, extending range coverage, multiplexing channels with spatial division multiple access (SDMA), and compensating electronically for aperture distortion. They also reduce delay spread, multipath fading, co-channel interference, system complexity, bit error rates, and outage probability. In addition, smart antennas can locate mobile units or assist the location determination through DOA and range estimation. This capability can support and benefit many location-based services including emergency assistance, tracking services, safety services, billing services, and information services such as navigation, weather, traffic, and directory assistance.
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1. Introduction

The demand for improved performance and increased capacity in mobile communications motivated recent research toward wireless systems that exploit space selectivity and diversity [1]. As a result, there are many efforts on the design of smart antenna arrays. This technology has significant impact on future intelligent transportation systems (ITS). Besides enhancing user capacity, data rates and channel reliability of ITS communications, smart antennas have the capability of locating a vehicle or assisting the location determination through positioning the on-board communication device or a mobile phone [2]. This can support and benefit various transportation applications including automotive telematics and public transit systems, and trigger many location-based services.

Smart antennas have emerged as a promising technique for mobile communication systems to overcome the problem of limited channel bandwidth and satisfy a growing demand for a larger number of mobile terminals on communication channels. The benefits of using smart antennas are that the sender can focus the transmission energy towards the desired user and in a narrower region while minimizing the effect of interference, and the receiver can form a directed beam towards the sender while simultaneously placing nulls in the directions of other transmitters. Furthermore, smart antennas can provide virtual channels in an angle domain by using spatially selective transmission and reception. This is referred to as spatial division multiple access (SDMA), which means that it is possible to multiplex channels in the spatial dimension just as in the frequency and time dimensions. All these help to reduce multipath reflections, delay spread, and co-channel interference, leading to increased network capacity, reduced energy consumption, lower bit error rates (BER), larger range coverage, lower outage probability, and decreased system complexity and infrastructure cost [3].

A myriad of transportation applications can be supported by centralized location and navigation systems, which utilize mobile communication networks and on-board vehicle radio equipment or phones to locate and navigate [4]. Smart antenna arrays can locate mobile units using such estimation models as direction of arrival (DOA), time of arrival (TOA), time difference of arrival (TDOA), and received signal strength (RSS). Various DOA-alone and hybrid positioning systems have been developed in the context of wireless networks. Compared with global positioning system (GPS) based solutions, the network-based schemes save an extra location device, overcome the GPS weakness encountered in urban canyons and indoor environments, and reduce the system complexity, cost and energy consumption. This technology can trigger different location-based services concerning vehicle safety, emergency assistance, vehicle tracking and fleet management, traffic information and directory assistance, and remote vehicle monitoring and services. Moreover, it can aid in the development of vehicle crash avoidance and antitheft systems, and improve the intelligent traffic management and control systems potentially reducing traffic congestion and air pollution [5].

This paper concentrates on the signal processing aspects of smart antenna systems. Any smart antenna design is a trade-off between complexity and performance. Smart
antennas are often classified as either switched-beam systems or adaptive-array systems. The relative merits of both classes of smart antennas, and their application and benefits for ITS are discussed in Section 2. Section 3 describes the array data model pivoting on the narrowband assumption, which is a fundamental concept in wireless DOA estimation and beamforming that allows a small time delay seen by a signal as it propagates across an array to be modeled as a simple phase shift. Once an architecture is chosen for a smart antenna system, an algorithm must be utilized to exploit it. For both switched-beam and adaptive-array systems, a variety of algorithms have been developed to enhance the desired signal while rejecting the interference. Section 4 discusses different beamforming algorithms that exploit the spatial and/or temporal characteristics of a reference signal. There exists a myriad of methods for DOA estimation with conflicting demands of accuracy and computation cost. Section 5 discusses some of the high resolution algorithms, their performance is analyzed and compared, and the pros and cons of each algorithm are discussed.

2. Smart Antennas and Their Benefits to Communication Systems

ITS communications can benefit from antenna array technology through exploiting either spatial selectivity or spatial diversity. Spatial selectivity separates spectrally and temporally overlapping signals through beamforming while minimizing interference, and diversity processing takes advantages of the different fading observed by antennas that are widely separated. In the literature, the term of “smart antennas” is often used to describe beamforming based technology and systems, on which we put the focus of this chapter.

2.a. Types of Smart Antennas

Smart antennas are usually categorized as either switched-beam or adaptive-array systems according to how they produce their response [6]-[7].

A switched-beam system is a system that can choose from many predefined patterns, in order to enhance the received signal. It is considered as an extension of the cell-sectoring scheme, in which a cell is composed of three 120-degree macro-sectors. The switched-beam method further subdivides the macro-sectors into several micro-sectors. Each micro-sector contains a predetermined fixed beam pattern. As a mobile user moves throughout the cell, the switched-beam system detects the signal strength, chooses the micro-sector containing the strongest signal, and continually switches the beams as necessary. Switched-beam systems provide range extension and enhanced coverage. Compared to conventional sectored cells, switched-beam systems may increase the range of a base station from 20% to 200% [3]. Less complexity in signal processing leads to its cost efficiency. At the same time, this technique has some apparent disadvantages. Since the beams are predefined and fixed, the signal strength varies as the user moves through
the micro-sector. In addition, a switched-beam system does not discriminate between the desired signal and interference. If an interferer is near the center of the selected beam, it may be enhanced more than the desired user.

Adaptive-array systems take a very different approach and have the ability to adapt the radiation pattern to the signal environment in real time. The adaptive-array system continuously distinguishes among desired signals, multipath, and interfering signals according to their spatial and/or temporal characteristics, and updates its beam pattern based on changes in both the desired and interfering signal parameters. Adaptive-array systems can customize an appropriate radiation pattern for each individual user, which is far superior to the performance of a switched-beam system. Adaptive-array systems locate and smoothly track the desired user with main lobe and interferers with nulls, and dynamically adjust the beam pattern to enhance reception while minimizing interference.

Figure 1 illustrates the beam patterns that might be chosen by a switch-beam system and an adaptive-array system, in a scenario involving a desired user and an interferer. Both systems direct their main lobe in the general direction of the desired user, but the adaptive-array system makes a more accurate placement. On the contrary, the switched-beam system is not only unable to place the desired signal at the maximum of the main lobe, but also unable to fully reject the interference.

Although providing lower gain and limited interference suppression, switched-beam systems are simple and can be easily deployed. This makes it attractive in some ITS applications, for example ITS sensor networks. Wireless sensor network (WSN) is a flexible and scalable paradigm that is drawing increasing attention from ITS community [8]-[10]. A key point to increase the reliability of a WSN is to improve the efficiency of wireless links. Adaptive arrays are generally too complex due to the size and cost constraints typical of sensor nodes, but the simpler switch-beam counterpart seems feasible. A system consisting of four fixed beam antennas is presented in [11], in which the beam selection is implemented through two digital lines based on the received signal strength. The simple system demonstrates substantial benefits: it extends the communication range by more than 250% when used outdoors, and it suppresses multipath fading by more than 70% while indoors.
Adaptive-array systems, considered by many to be “smarter” than switched-beam systems, are growing in popularity in mobile communications. A functional block diagram of adaptive arrays is shown in Figure 2. Rather than choosing a beam from predefined patterns, adaptive-array systems synthesize patterns by dynamically changing the weights (amplitudes and phases of the signals). The central part of an adaptive array is the beamformer, which applies a complex weight to each signal and sums the weighted signals. The weights are computed using the direction of the desired signal (spatial reference) or a training sequence (temporal reference). Section 4 deals with some of the beamforming algorithms. DOA estimators measure the signal directions by computing the time delays among the antenna elements, which are discussed in Section 5.

Adaptive-array systems are most effective when the communication standard is designed to accommodate the adaptive array technology. As a result, medium access control (MAC) protocols that support adaptive-array and switched-beam systems in wireless networks have been developed [12]-[14].

2.b. Benefits of Smart Antennas for ITS

Smart antennas, when used appropriately, help to enhance ITS communications by increasing channel capacity and spectrum efficiency, extending range coverage, multiplexing channels with space division multiple access (SDMA), and compensating electronically for aperture distortion. Moreover, smart antennas can locate on-board vehicle mobile units, and thus enable numerous location-based service and applications.
2.2.1. Spatial filtering for interference reduction

As shown in Figure 1, smart antennas attempt to enhance the received signal and reject all interfering signals through spatial filtering, and improve the signal to interference and noise ratio (SINR). This can reduce delay spread, multipath fading, co-channel interference, bit error rate, system complexity, and outage probability.

In noise or interference limited environments, the antenna array gain can be exchanged for higher detection probability and lower BER. The probability of detection in the case where a matched filter is employed for each array element is given by [15]

\[
P_d = Q \left( Q^{-1}(P_f) - \sqrt{M \cdot SNR} \right),
\]

where \( Q(\cdot) \) is the Q function defined by

\[
Q(\alpha) = \frac{1}{\sqrt{2\pi}} \int_{\alpha}^{\infty} e^{-\frac{x^2}{2}} dx,
\]

and \( M \) is the number of elements. The approximate formula for the BER in a CDMA system is given by [16]

\[
P_b = Q \left( \sqrt{3 \cdot SF \cdot SIR_{omni} \cdot k^{-1}} \right),
\]

where \( SF \) is the spreading factor, \( SIR_{omni} \) is the signal to interference ratio with an omnidirectional antenna, and

\[
k = \frac{BW}{360} + SLL \left( 1 - \frac{BW}{360} \right),
\]

with \( BW \) and \( SLL \) the effective beamwidth and average sidelobe level, respectively. Smart antennas can increase the network coverage through antenna directivity and interference reduction. With small angular spread and the Hata path loss model, the range extension factor, \( REF \), can be calculated as [17]

\[
REF = \frac{r_2}{r_1} = M^{0.3},
\]

where \( r_1 \) and \( r_2 \) are the ranges with a single antenna and array, respectively. The range extension with smart antennas can lead to reduction in the number of base stations needed to serve the same area, and consequently reduce the infrastructure costs. The base station array gain can also be exploited to reduce the power transmitted by the mobile, which may relax the battery requirements, reduce the handset size and weight, and mitigate interference to other users. Smart antennas can increase the capacity through SNR improvement and co-channel interference rejection, as shown by the Shannon’s expression for the capacity of a channel with bandwidth \( W \) and with additive Gaussian noise [16]

\[
C = W \log_2 \left( 1 + SNR \right) \text{ (bit/s)}. \]
Smart antennas can also exploit spatial diversity [18], multiple-input multiple-output (MIMO) technology [19], and SDMA to enhance the user capacity.

2.b.2. **Space division multiple access (SDMA)**

Smart antennas can be used to implement SDMA, which is among the most sophisticated utilization of smart antenna technology. It uses independently steered beams at the same frequency to support multiple users within a cell, as shown in Figure 3. This means that multiple users within the same cell can operate on the same time and frequency channel by exploiting the spatial separation of the users. With SDMA, it is possible to multiplex channels in the spatial dimension just as in the frequency and time dimensions, and this can be exploited as a hybrid multiple access technique complementing TDMA, FDMA and CDMA [20]. This concept can be seen as a dynamic (as opposed to fixed) sectoring approach in which each user defines its own sector as it moves. Through providing virtual channels in an angle domain, SDMA dramatically increases frequency reuse while it greatly improves the interference suppression capability, resulting in increased capacity and reduced infrastructure cost. SDMA enables capacity increases not only through inter-cell frequency reuse, but also through intra-cell frequency reuse [1].

![Figure 3. Base station employing SDMA. Four independent beams at the same frequency support four users within the same cell.](image)

2.b.3. **Location positioning of mobile units**

Vehicle location and navigation using communication networks and the on-board mobile units have received considerable attention around the world, which will benefit many applications such as automotive telematics and modern public transit systems [4]. This technology will have significant impact on future intelligent transportation systems. Besides emergency assistance, mobile unit localization can trigger many location-based services for intelligent transportation applications, which can be categorized into safety, information, tracking, remote, and billing services. Safety services, especially personal safety, are often the top priority in ITS. Information services include weather, traffic, navigation, and directory assistance. Tracking services can monitor continuously the
location of the vehicle, asset, and people, which facilitate vehicle and fleet management. Remote services can provide further convenience as unlocking the car, monitoring the engine, and collecting tolls. Location-sensitive billing will be able to differentiate a variety of customer services. Furthermore, the location service can aid in the development of vehicle crash avoidance and antitheft systems, and improve the intelligent traffic management and control systems potentially reducing traffic congestion and air pollution. In addition, location of mobile users can be exploited to increase communications capacity through dynamic reuse planning. With user location information, channels can be assigned dynamically to areas of high user density and hence better capacity can be achieved [3].

Smart antennas can determine the mobile unit location or assist the location determination based on the wireless network infrastructure using estimation models, such as DOA, TOA and TDOA [21]-[24]. Those network-based location schemes are of considerable interest in ITS, and often outperform the schemes depending on GPS, because the network-based methods save an extra location device, overcome the GPS weakness encountered in urban canyons and indoor environments, and reduce the system complexity, cost and energy consumption [4]. DOA and range estimation is a basic capability of an antenna array, and a myriad of high resolution algorithms have been proposed. Various DOA-alone [25]-[27] and hybrid positioning systems [28]-[30] using communications infrastructure have been developed, including hybrid DOA-TOA systems, DOA-TDOA systems, and etc. It is demonstrated that the combination of disparate data through data fusion produces more accurate location estimates than any of the individual measurement [31].

3. Array Data Model and Problem Formulation

To understand how multiple antennas can be exploited for beamforming and DOA estimation, we must first model the signals received at the array. Consider a general scenario of an array of $M$ elements arranged in an arbitrary geometry immersed in the far field (planar wave) of $N$ point sources at unknown locations. To simplify the exposition, our discussion is confined to azimuth-only systems, i.e., the sensors and signals are assumed to be co-planar. However, the data model and algorithms presented here are general and the extension to azimuth-and-elevation systems is straightforward.

We start our discussion by considering the situation of a single source. Let $x(t)$ denote the signal as measured at a reference point, for instance the first sensor. The output of sensor $k (k = 1, \ldots, M)$ can be written as

$$ y_k(t) = h_k(t) * x(t - \tau_k) + n_k(t), $$

where $h_k(t)$ is the impulse response of the $k$th sensor, $*$ denotes the convolution operation, $\tau_k$ denotes the time needed for the wave to travel from the reference point to sensor $k$, and $n_k(t)$ is an additive noise. The array is assumed to be calibrated, i.e., the
sensors are modeled as linear time invariant systems with known $h_k(t)$ and known locations. The Fourier transform of the model (6) is given by

$$\tilde{Y}_k(\omega) = \tilde{H}_k(\omega)X(\omega)e^{-j\omega t_k} + \tilde{N}_k(\omega),$$  \hfill (7)

where $\tilde{Y}_k(\omega)$, $\tilde{H}_k(\omega)$, $X(\omega)$ and $\tilde{N}_k(\omega)$ denote the Fourier transforms of $Y_k(t)$, $h_k(t)$, $x(t)$ and $n_k(t)$, respectively, which are defined as, e.g., $X(\omega) = \int_{-\infty}^{\infty} x(t)e^{-j\omega t}dt$.

For a general class of physical signals, such as the carrier modulated signals encountered in communications, the signal is bandpass and its spectrum is limited to a certain band of frequencies centered about the carrier frequency $c$. Assume that $x(t)$ is a bandpass signal, and $s(t)$ denotes the baseband signal associated with $x(t)$, which is often termed the complex envelope. $x(t)$ is assumed to be obtained by real modulation process, that is

$$x(t) = s(t)e^{j\omega t} + \left[s(t)e^{j\omega t}\right]^* = 2\text{Re}[s(t)e^{j\omega t}],$$  \hfill (8)

where $(\bullet)^*$ denotes complex conjugate, and $\text{Re}[\bullet]$ represents the real part. In the frequency domain,

$$X(\omega) = S(\omega - \omega_c) + S^*(-\omega + \omega_c),$$  \hfill (9)

where $S(\omega) = \int_{-\infty}^{\infty} s(t)e^{-j\omega t}dt$. When insert $X(\omega) (9)$ into (7), we obtain

$$\tilde{Y}_k(\omega) = \tilde{H}_k(\omega)[S(\omega - \omega_c) + S^*(-\omega + \omega_c)]e^{-j\omega t_k} + \tilde{N}_k(\omega).$$  \hfill (10)

Consider a classic receiver model depicted in Figure 4: to obtain the baseband signal $y_k(t)$, the received signal $Y_k(t)$ is demodulated and filtered with a baseband (lowpass) filter. Let $\hat{y}_k(t)$ denote the demodulated signal $\hat{y}_k(t) = Y_k(t)e^{-j\omega t}$, whose Fourier transform is given by

$$\tilde{\hat{Y}}_k(\omega) = \tilde{H}_k(\omega + \omega_c)\left[S(\omega) + S^*(-\omega + 2\omega_c)\right]e^{-j(\omega + \omega_c)t_k} + \tilde{N}_k(\omega + \omega_c).$$  \hfill (11)

![Figure 4. Simplified block diagram of the analog processing in a receiver system.]
When \( \tilde{y}_k(t) \) is passed through a lowpass filter with bandwidth matched to \( S(\omega) \), the components centered at \( \omega = -2\omega_c \) is eliminated. Hence, the output signal can be expressed as

\[
Y_k(\omega) = H_k(\omega + \omega_c)S(\omega)e^{-j(\omega + \omega_c)\tau_k} + N_k(\omega + \omega_c),
\]

(12)

where \( H_k(\omega + \omega_c) \) and \( N_k(\omega + \omega_c) \) denote the parts of \( \tilde{H}_k(\omega + \omega_c) \) and \( \tilde{N}_k(\omega + \omega_c) \) that fall within the passband of the lowpass filter.

Now, we make the narrowband assumption: the received signals are narrowband, so that \( |S(\omega)| \) decreases rapidly with increasing \( |\omega| \). (12) can be reduced to the following equation in an approximate way,

\[
Y_k(\omega) = H_k(\omega_c)S(\omega)e^{-j\omega_c\tau_k} + N_k(\omega + \omega_c),
\]

(13)

whose time-domain counterpart is the following

\[
y_k(t) = H_k(\omega_c)e^{-j\omega_c\tau_k}s(t) + n_k(t),
\]

(14)

where the baseband signals \( y_k(t) \) and \( n_k(t) \) are the inverse Fourier transforms of \( Y_k(\omega) \) and \( N_k(\omega + \omega_c) \), respectively. Under the narrowband assumption, the array model (6) is simplified in that the time delay \( \tau_k \) is modeled as a simple phase shift, and the sensor frequency response is flat over the signal bandwidth (but may vary with the source direction).

We introduce the so-called array steering vector

\[
a(\theta) = \begin{bmatrix} H_1(\omega_c)e^{-j\omega_c\tau_1} & \cdots & H_M(\omega_c)e^{-j\omega_c\tau_M} \end{bmatrix}^T,
\]

(15)

where \( \theta \) is the source DOA, and \([*]^T\) denotes the transpose. By making use of (15), the array model can be expressed as

\[
y(t) = a(\theta)s(t) + n(t),
\]

(16)

where

\[
y(t) = \begin{bmatrix} y_1(t) & \cdots & y_M(t) \end{bmatrix}^T,
\]

\[
n(t) = \begin{bmatrix} n_1(t) & \cdots & n_M(t) \end{bmatrix}^T,
\]

denote the array output vector and additive noise vector, respectively. In most mobile communication applications, the first sensor is selected as the reference point, and the
sensors are assumed to be omnidirectional over the DOA range of interest with unit gain, the expression (15) can be simplified to the following form

$$a(\theta)=[1 \ e^{-j\omega \tau_1} \ldots e^{-j\omega \tau_N}]^T.$$  \hspace{1cm} (17)

The extension of (16) to multiple sources is straightforward. Based on the assumption of linear sensors and superposition principle, the array data model for \(N\) sources is given by

$$y(t) = A(\theta) s(t) + n(t),$$  \hspace{1cm} (18)

where

$$A(\theta) = [a(\theta_1) \ldots a(\theta_N)],$$

$$s(t) = [s_1(t) \ldots s_N(t)]^T,$$

denote the array transfer matrix and source signal vector, respectively.

The dependence of \(\tau_k\) in (17) as a function of source direction \(\theta\) can be derived using the planar wave assumption. As an example, we consider a uniform linear array (ULA) of \(M\) sensors with inter-element spacing \(d\) and a signal illuminating the array from \(\theta\) as depicted in Figure 5. The first element is chosen as the reference point, we find that

$$\tau_k = \frac{(k-1)d \sin \theta}{c}, \quad k = 1, \ldots, M$$  \hspace{1cm} (19)

where \(c\) is the propagation velocity of the incident wave.

Figure. 5 Uniform linear array scenario.
An array can be considered to sample the wavefield spatially, and the sensor outputs can be viewed as a group of discrete time samples of the incident signal with sampling interval $\tau = d \sin \theta / c$, and sampling frequency is given by

$$f_s = \frac{1}{\tau} = \frac{c}{d \sin \theta}.$$  

(20)

The minimum sampling rate occurs when $\sin \theta = 1$

$$f_{s_{\text{min}}} = \frac{c}{d}.$$  

(21)

From the Nyquist sampling theorem for a narrowband signal at $\omega_c$, $f_c \geq 2f_s$, therefore, we have

$$d \leq \frac{\lambda}{2},$$  

(22)

where $\lambda$ is the signal wavelength. The equation (22) can be interpreted as a spatial Nyquist sampling theorem, which states that the inter-element space should be smaller than half of the signal wavelength to avoid spatial aliasing.

The steering vector $\mathbf{a}(\theta)$ describes a mapping between DOA and array response, and provides a framework for describing more complex phenomena including multipath, fading, and angle spread. In theory, $\mathbf{a}(\theta)$ is completely defined by the array geometry and the gain patterns of individual antenna elements, as in (15). However, in practice, the actual array response can deviate significantly from its analytic form, due to the effect of mutual coupling, uncertainty in antenna locations, gain and phase errors, and etc. The process of determining $\mathbf{a}(\theta)$ as a function of $\theta$ is known as array calibration, which is accomplished by placing a transmitter at a known angle and estimating $\mathbf{a}(\theta)$ from the received data [32].

The vectors of signals and noise are assumed to be stationary, temporally white, zero-mean complex Gaussian random processes with second-order moments given by

$$E\{\mathbf{s}(t)\mathbf{s}^H(s)\} = P \delta_{\mathbf{s}}$$
$$E\{\mathbf{s}(t)\mathbf{s}^T(s)\} = 0$$
$$E\{\mathbf{n}(t)\mathbf{n}^H(s)\} = \sigma_n^2 I \delta_{\mathbf{n}}$$
$$E\{\mathbf{n}(t)\mathbf{n}^T(s)\} = 0$$

(23)

where $\delta_{\mathbf{s}}$ is the Kronecker delta, $\mathbf{(*)}^H$ denotes complex conjugate transpose, $E\{\mathbf{*}\}$ stands for expectation, and $P$ and $\sigma_n^2 I$ are the signal and noise covariance matrices, respectively.
Assuming that the noise and signals are independent, the data covariance matrix is given by

\[
R = E\{y(t)y^H(t)\} = APA^H + \sigma_\epsilon^2 I. \tag{24}
\]

An unbiased estimate of \( R \) using \( L \) data samples can be obtained using an averaging scheme

\[
\hat{R} = \frac{1}{L} \sum_{t=1}^{L} y(t)y^H(t). \tag{25}
\]

4. Beamforming Algorithms

A beamformer is a device that applies a complex weight \( w_i, i=1,\ldots,M \) to the signal \( y_i(t) \) of each antenna element and sums the weighted signals, as illustrated in Figure 6. The array gain pattern is defined by

\[
F(\theta) = \|w^H a(\theta)\|^2, \tag{26}
\]

where \( w = [w_1 \ldots w_M]^T \). The gain pattern describes the power in the beamformer output due to a signal impinging on the array from a particular direction \( \theta \). A judicious choice of the weights will result in a desirable beam pattern such as that of Figure 1. The beamformer usually requires either the source directions (spatial characteristics) or reference signals (temporal characteristics) to compute the weights. In this section, we discuss three techniques using spatial reference, one technique using temporal reference, and the adaptive implementations of these algorithms that adjust the weights in real time to track the signal environment changes. Many wireless standards specify that users should periodically transmit a known signal, often called a training sequence, over a specified interval for channel estimation. These known signals can be exploited as the reference signal. Source bearings can be measured using DOA estimation algorithms.

![Figure 6. Narrowband beamforming structure.](image-url)
4.a. Conventional Beamformer

Conventional beamformer, also known as delay-and-sum beamformer, is one of the oldest and simplest array processing algorithms [33]. The underlying idea is quite simple: when a propagating signal is present in an array’s aperture, if the sensor outputs are delayed by appropriate amounts and added together, the signal will be reinforced with respect to noise or waves propagating in different directions [34]. For conventional beamformer, all the weights have equal magnitudes, and the phases (time delays) are selected based on the length of time it takes for the signal to propagate between sensors. To steer the array in a particular direction $\theta_d$, the weights are selected as

$$w = \frac{1}{M} a(\theta_d).$$ (27)

The process is similar to steering the array mechanically in the look direction except that it is done electronically by adjusting the phases. In an environment consisting of only one source of power $p_s$ in the array look direction $\theta_d$ and uncorrelated noise, using the data model (18) and (24), the output power of the beamformer can be measured as

$$P(\theta_d) = E \left\{ w^H(t) y(t) \right\}$$

$$= \frac{a^H(\theta_d) R a(\theta_d)}{M^2}$$

$$= \frac{a^H(\theta_d) [a(\theta_d) p_s a^H(\theta_d) + \sigma^2 I] a(\theta_d)}{M^2}$$

$$= p_s + \frac{\sigma^2}{M}. \tag{28}$$

The first part represents the output signal power, which is the same as the source power, and the second part represents the output noise power. Therefore, the array with these weights (27) has unity response in the look direction, and the array gain, which is defined as the ratio of the output SNR to the input SNR, equals to $M$, the number of elements. Though the conventional beamformer provides maximum SNR when there is no directional interference, it is not effective in the presence of directional jammers, intentional or unintentional.

4.b. Null-steering Beamformer

A null-steering beamformer can cancel a plane wave arriving from a known direction by producing a null in the response pattern in that direction. A beam with unity response in the desired direction $\theta_d$ and nulls in $k$ interference directions $\theta_1, \ldots, \theta_k$ may be formed by estimating the weights of a beamformer using suitable constraints [35]. The desired weight vector is the solution to following simultaneous equations:
Using matrix notation, this becomes

\[ \mathbf{w}^H \mathbf{C} = \delta^\top_i, \quad (30) \]

where

\[ \mathbf{C} = \begin{bmatrix} \mathbf{a}(\theta_1) & \mathbf{a}(\theta_2) & \cdots & \mathbf{a}(\theta_k) \end{bmatrix}, \]

\[ \delta_i = [1 \ 0 \ \cdots \ 0]^\top. \]

In a general scenario where \( \mathbf{C} \) is not a square matrix, a suitable estimate of the weight vector may be computed using

\[ \mathbf{w} = \left( \delta_i^\top \mathbf{C}^H \left( \mathbf{C} \mathbf{C}^H \right)^{-1} \right)^{\top}. \quad (31) \]

Although the beam pattern produced by this beamformer has nulls in the directions of interferences, it is not designed to minimize the noise at the array output. A performance analysis of the null-steering algorithm is presented in [36].

Another class of approaches for null-steering beamforming is array pattern synthesis, which is to determine a set of weights that result in a prescribed and somewhat arbitrary beam pattern response. In general, array pattern synthesis is first formulated as an optimization problem with the goal of sidelobe level (SLL) suppression and/or null placement in certain directions, while preserving the gain of the main beam toward the desired direction, and then solved by a global search algorithm such as simulated annealing [37], genetic algorithms [38], and particle swarm optimization algorithms [39] for the optimal weight vector. Compared with the constraint-based method, this approach has some obvious advantages: a) the SLL and the null location, width and depth can be fully controlled; b) wide null placement is possible for nulling interference with angle spread; c) flat sidelobe and nulls can be produced, which facilitates minimizing interference over a large area [38], [40]. All these features make this technique extremely attractive for beam pattern design of a transmitting array.

4.c. Optimal Beamformer

The optimal beamformer, also known as the minimum variance distortionless response (MVDR) beamformer [41], does not require either the knowledge of the directions and power levels of the interferers, or the level of the background noise power, to maximize the output SNR. It only requires the DOA of the desired signal. This beamformer is also known as the maximum likelihood (ML) filter [41], since it finds the ML estimate of the
power of the signal source assuming all sources as interference, and the weights are the solution to the following constrained optimization problem

\[
\min_w E \left[ \left| w^H y(t) \right|^2 \right] \text{ subject to } w^H a(\theta) = 1.
\]  

The constraint \( w^H a(\theta) = 1 \) ensures that the desired signal coming from the DOA \( \theta_d \) passes to the beamformer’s output undistorted. This process is to minimize the mean output power \( E \left[ \left| w^H y(t) \right|^2 \right] \) while maintaining unity response in the look direction.

Solving the optimization problem amounts to finding the set of weights that result in the lowest-power array output subject to the directional constraint, while minimizing power presumably reduces the deleterious effects of noise and unwanted signals. To minimize the total output noise while keeping the output signal constant is the same as maximizing the output SNR.

Using the Lagrange method, we can solve the constraint problem, and the expression for the weights is given by

\[
\mathbf{w} = \frac{\mathbf{R}^{-1}(\theta_d)}{\mathbf{a}^H(\theta_d) \mathbf{R}^{-1}(\theta_d)},
\]  

where \( \theta_d \) is the DOA of the desired signal. This scheme requires the number of interferers to be less than or equal to \( M - 2 \), since an array with \( M \) elements has \( M - 1 \) degrees of freedom, and one has been utilized by the constraint in the look direction. Multipath arrivals in wireless communication environment may violate this condition, and the beamformer may not be able to achieve the maximization of the output SNR by suppressing all interferers. However, as argued in [42], the beamformer does not have to fully suppress interference, since a few decibels increase in the output SNR can make a large improvement in the channel capacity. The applications of optimal beamformer in mobile communications for interference cancelation and performance improvement are addressed in [42]-[44].

4.d. Minimum Mean Square Error (MMSE) Beamformer

This beamformer requires a reference signal instead of the desired signal direction [45]. As shown in Figure 2, the array output \( w^H y(t) \) is subtracted from a reference signal \( d(t) \) to generate an error signal \( e(t) = d(t) - w^H y(t) \), which is used to estimate the weights. The beamformer that extracts the desired signal should minimize the error signal in some sense, for example the mean square error (MSE), and this is the motivation for the minimum mean square error (MMSE) beamformer. The MSE is defined as
where \( \mathbf{r}_{\text{sd}} = E\{\mathbf{y}(t)d^*(t)\} \), and \( \mathbf{R} = E\{\mathbf{y}(t)y^H(t)\} \). Setting the gradient of \( E\{\mathbf{e}(t)^T\} \) with respect to \( \mathbf{w}^* \) equal to zero yields the well-known Wiener-Hoff solution for the optimal weight vector

\[
\mathbf{w} = \mathbf{R}^{-1}\mathbf{r}_{\text{sd}},
\]

and the corresponding MMSE of the beamformer is given by

\[
\text{MMSE} = E\{\mathbf{d}(t)^T\} - \mathbf{r}_{\text{sd}}^H\mathbf{R}^{-1}\mathbf{r}_{\text{sd}}.
\]

In general, the MMSE beamformer provides higher output SNR compared to the MVDR beamformer in the presence of a weak signal source. As the input signal power becomes large compared to the background noise, the two beamformers produce almost the same results \[45\]. The enhanced SNR by MMSE beamformer is achieved at the cost of signal distortion by the processor, while the MVDR beamformer is distortionless. Use of reference signals for computing array weights in mobile communications is reported in \[46\]-[47].

4.e. Adaptive Beamforming Algorithms

The methods presented in the previous paragraphs all require knowledge of the channel statistics, for example the data covariance matrix \( \mathbf{R} \). In conventional and null-steering beamformers, \( \mathbf{R} \) is required for source DOA estimation; in MVDR beamformer, \( \mathbf{R} \) is used for DOA estimation and weights computation; and in MMSE beamformer, \( \mathbf{R} \) and \( \mathbf{r}_{\text{sd}} \) are needed for weights estimation. In a practical situation when \( \mathbf{R} \) is unknown, adaptive algorithms can be used to adjust the weights in a recursive manner and track changes in the user signals and interference.

4.e.1. Sample Matrix Inversion (SMI) Algorithm

This method computes the array weights by replacing \( \mathbf{R} \) with its estimates. An unbiased estimate of \( \mathbf{R} \) using \( L \) samples \( \mathbf{y}(n) \), \( n = 1,\ldots,L \), is given by \( \hat{\mathbf{R}} = \frac{1}{L}\sum_{n=1}^{L}\mathbf{y}(n)\mathbf{y}^H(n) \). When new samples arrive, \( \hat{\mathbf{R}} \) can be updated using

\[
\hat{\mathbf{R}}(n+1) = \frac{n\hat{\mathbf{R}}(n) + \mathbf{y}(n+1)\mathbf{y}^H(n+1)}{n+1},
\]

(37)
and $\hat{R}^{-1}$ can be obtained using the matrix inversion lemma as follows

$$\hat{R}^{-1}(n+1) = \hat{R}^{-1}(n) - \frac{\hat{R}^{-1}(n) y(n+1)y^H(n+1)\hat{R}^{-1}(n)}{1 + y^H(n+1)\hat{R}^{-1}(n)y(n+1)} ,$$

with

$$\hat{R}^{-1}(1) = \frac{1}{\epsilon} I , \quad \epsilon > 0 .$$

A new estimate of the weights $w_{n+1}$ at time instant $n+1$ can be made using $\hat{R}(n+1)$ and $\hat{R}^{-1}(n+1)$. As the number of samples grows, the estimates $\hat{R}$ and $\hat{R}^{-1}$ approach their true values $R$ and $R^{-1}$, and thus the estimated weights approach the desired weight. Application of SMI for weights estimation in wireless communications has been investigated in [20], [47]-[49].

4.e.2. Least Mean Square (LMS) Algorithm

LMS is one of the most well-known adaptive algorithms [50]. Consider the cost function (34) of MMSE beamformer using a reference signal. This function is an $M$ dimensional quadratic function. A simple recursive procedure for determining the minimum of the quadratic is to update the estimate by an amount proportional to the negative gradient of the error, that is

$$w_{n+1} = w_n - \mu \nabla_{w_n} E\{e_{n+1}^2\} ,$$

where $n$ is the iteration index, $\mu$ is a positive scalar that regulates the step size and controls the convergence characteristic of the algorithm, $e_{n+1} = d(n) - w_n^H y(n)$, and the gradient is given by

$$\nabla_{w_n} E\{e_{n+1}^2\} = 2E\{e_n \cdot \nabla_{w_n} (e_n^*)\} = -2E\{e_n y_n^*\} .$$

Therefore, the weights update equation can be rewritten as

$$w_{n+1} = w_n + \mu E\{e_n y_n^*\} .$$

To ease the notion, $\mu$ is still used in (42). In its standard form, the LMS algorithm uses an instantaneous, and hence, noisy estimate of the gradient to replace the statistical gradient estimate (41). In general, the LMS algorithm iteratively finds the weight vector that minimizes the MSE cost function $E\{e_n^2\}$ by estimating $E\{e_n y_n^*\}$ with $e_n y_n^*$, a
product of the array signals and the error between the reference signal and the array output, and the weight update equation is given by

$$w_{n+1} = w_n + \mu e_n y_n^*,$$  \hspace{1cm} (43)

where $e_n = d_n - w_n^H y_n$. The most attractive feature of the LMS algorithm is its low computational complexity, and the main drawback of this technique is its slow convergence rate if $\mu$ is too small, and potential for instability if $\mu$ is too large. There are ways to adjust $\mu$ to make a prudent trade-off between stability and speed of convergence [51]. Its use for mobile communication systems has been studied in [42]-[43], [52].

When both source directions and training sequences are not available, blind adaptive algorithms, such as the constant modulus algorithm (CMA) [1], [53], can be developed to exploit a known property of the desired signal, for instance the constant-modulated signal envelope.

5. Direction of Arrival Estimation

Source DOA estimation is a principle function of sensor array processing, and the problem has received considerable attention in the literature [59]-[90]. In this section, we discuss four typical techniques: a) MVDR, also known as an optimal beamformer; b) MUSIC, one of the most well-known and studied schemes; c) ESPRIT, a computation efficient technique; and d) ML, a statistically optimal algorithm representing the best performance achievable. The discussion gives the reader a good foundation to understand other DOA estimators. The application of the algorithms for mobile communications has been investigated in [26]-[30], [32] and [88]-[90]

Consider the data model (18). In most DOA literature, the number of sources $N$ is assumed to be known (given or estimated). The estimation of $N$ is often referred to as the detection problem [54]-[55]. The Akaike’s information criterion (AIC) [56] and minimum description length (MDL) [57] algorithms are among the most referred techniques. We also assume that the number of sensors is greater than the number of sources, $M > N$, to guarantee the uniqueness of DOA estimation [58].

5.a. MVDR Estimator

The MVDR beamformer can estimate the source DOA by computing the power spectrum (the mean output power of the array as a function of the direction) and then determining the local maxima. The result estimator is also known as the Capon’s algorithm [41]. If we steer the array in direction $\theta$, the weights can be obtained by minimizing the mean output power subject to unity constraint in the look direction as discussed in Section 4.c, and

$$w(\theta) = \frac{R^{-1}(\theta) a(\theta)}{a^H(\theta) R a(\theta) R^{-1} a(\theta)}.$$  \hspace{1cm} \text{An expression for the power spectrum is given by}
The DOA estimates are obtained by viewing the peaks in the spectrum. Similarly, the conventional beamformer can also be used for DOA estimation by computing the power spectrum

\[
P(\theta) = E\left[|w^H(\theta)y(t)|^2\right] = |a^H(\theta)R^{-1}a(\theta)|^{-1},
\]

where the weights \( w(\theta) = \frac{1}{M}a(\theta) \) steer the array in direction \( \theta \). The resolving power of the conventional beamformer depends on the beamwidth of the main lobe, which is known as the conventional resolution limit. As expected, the MVDR estimator demonstrates better resolution properties than the conventional beamformer [59].

### 5.b. Multiple Signal Classification (MUSIC) Estimator

MUSIC [60] exploits the eigenstructure of the data covariance matrix (24), and can be classified as an eigenstructure method. The rationale for this class of algorithms is related to division of information in the data covariance matrix into two vector subspaces, namely, the signal subspace and the noise subspace. These algorithms assume that signals of interest lie in a lower dimensional signal space than the full dimensional space spanned by the data samples [61].

From (24), the data covariance matrix is given by

\[
R = APA^H + \sigma_n^2I.
\]

Assume the \( N \) sources to be uncorrelated, thus \( P \) is a diagonal matrix. Now, we can apply eigenvalue decomposition to \( R \). Under ideal conditions, the eigenvalues satisfy

\[
\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \geq \sigma_n^2 > \cdots > \sigma_M^2 = \cdots = \sigma_N^2,
\]

where \( \lambda_i \), \( i = 1, \cdots, N \) are principal eigenvalues, all noise eigenvalues equal to \( \sigma_n^2 \), and the number of multiplicity is \( M - N \). Assume that \( q_i \), \( i = 1, \cdots, M \) are eigenvectors associated with ordered eigenvalues \( \lambda_i \). \( q_i \), \( i = 1, \cdots, N \) are principal eigenvectors, and \( q_i \), \( i = N + 1, \cdots, M \) are noise eigenvectors. The representation of \( R \) in terms of its eigenvalues and corresponding eigenvectors is as follows:

\[
R = \sum_{i=1}^{N} (\lambda_i - \sigma_n^2)q_iq_i^H + \sigma_n^2I.
\]

Since the signals are uncorrelated, \( R \) can also be expressed as
\[ R = \sum_{i=1}^{N} |p_i|^2 a(\theta) a^\dagger(\theta) + \sigma_s^2 I, \]  

where \( |p_i|^2 \) is the average power of the \( i \)th source. Therefore,

\[ \text{APA}^H = \sum_{i=1}^{N} \left( \lambda_i - \sigma_s^2 \right) q_i q_i^H = \sum_{i=1}^{N} |p_i|^2 a(\theta) a^\dagger(\theta). \]  

It means that the principal eigenvectors \( q_i \) (\( i = 1, \cdots, N \)) are linear combinations of array steering vectors \( a(\theta) \) associated with \( N \) sources, and vice versa. Equivalently, the vectors \( q_i \) (\( i = 1, \cdots, N \)) and \( a(\theta) \) span the same vector subspace – the signal subspace. And the noise eigenvectors \( q_i \) (\( i = N+1, \cdots, M \)) span the noise subspace, which is orthogonal to the signal subspace.

Once the signal and noise subspaces have been estimated, a search for \( N \) directions is made by looking for steering vectors that are as orthogonal to the noise subspace as possible. Let

\[ U_s = [q_1, q_2, \cdots, q_N], \]
\[ U_N = [q_{N+1}, q_{N+2}, \cdots, q_M], \]

the MUSIC algorithm can be written as [60]

\[ P(\theta) = \frac{1}{a^\dagger(\theta) U_s U_s^\dagger a(\theta)}. \]  

Instead of using the noise subspace, one may use the signal subspace and search for directions with steering vectors contained in this space. This amounts to searching for peaks in [62]

\[ P(\theta) = a^\dagger(\theta) U_s U_s^\dagger a(\theta). \]  

It is advantageous to use the one with smaller dimensions in (51) and (52). In practice, the estimates \( \hat{U}_s \) and \( \hat{U}_s \) are used, which are computed from the eigen-decomposition of the sample covariance matrix \( \hat{R} \) (25). The equations in (51) and (52) are the standard forms, known as spectral MUSIC. For ULAs, root-MUSIC [62], a polynomial rooting version of MUSIC, provides higher resolution capabilities. A weighted version of MUSIC, WMUSIC [63], also gives an extension in the resolution capabilities compared to spectral MUSIC.
5.c. Estimation of Signal Parameters via Rotational Invariance Technique (ESPRIT)

ESPRIT [64] is a computationally efficient eigenstructure method, which is free from searching peaks in pseudo spectrum as in previous methods. It requires that all sensors are present in pair-wise matched and co-directional doublets.

To describe mathematically the effect of the translation invariance of the sensor array, it is convenient to describe the array as being composed of two sub-arrays, identical in every aspect although physically displaced from each other by a known displacement vector $\Delta$ of magnitude $\Delta$ measured in wavelengths. Following the data model (18), the outputs of two sub-arrays can be written as

$$x(t) = As(t) + n_x(t),$$
$$y(t) = A\Phi s(t) + n_y(t),$$

where $s(t)$ is the vector of signals observed at the reference sensor of the sub-array corresponding to $x(t)$, and $\Phi$ is a diagonal matrix of phase delays between doublet sensors for $N$ wavefronts, which is given by

$$\Phi = \text{diag} \left\{ e^{j2\pi \Delta \cos \theta_1}, \ldots, e^{j2\pi \Delta \cos \theta_N} \right\},$$

and $\theta_i$ ($i = 1, \ldots, N$) is measured relative to the direction of $\Delta$. The sub-array outputs can be combined to yield the total array output vector $z(t)$ as

$$z(t) = \begin{bmatrix} x(t) \\ y(t) \end{bmatrix} = \bar{A}s(t) + n_z(t),$$

where

$$\bar{A} = \begin{bmatrix} A \\ A\Phi \end{bmatrix}, \quad n_z(t) = \begin{bmatrix} n_x(t) \\ n_y(t) \end{bmatrix}.$$
\[ \mathbf{R}_s = E \{ \mathbf{z}(t) \mathbf{z}^H(t) \} = \mathbf{\bar{A}} \mathbf{\bar{A}}^H + \sigma^2 \mathbf{I}. \] (56)

At the same time, the signal subspace can be spanned by the columns of \( \mathbf{\bar{A}} \), namely \( \mathfrak{A} \{ \mathbf{E}_s \} = \mathfrak{A} \{ \mathbf{\bar{A}} \} \). Therefore, there must exist a unique, nonsingular matrix \( \mathbf{T} \) such that

\[ \mathbf{E}_s = \mathbf{\bar{A}} \mathbf{T}. \] (57)

Furthermore, the invariance structure of the array implies \( \mathbf{E}_s \) can be decomposed into \( \mathbf{E}_s \) and \( \mathbf{E}_r \) such that

\[ \mathbf{E}_s = \begin{bmatrix} \mathbf{E}_x \\ \mathbf{E}_r \end{bmatrix} = \begin{bmatrix} \mathbf{A} \mathbf{T} \\ \mathbf{\Phi} \mathbf{T} \end{bmatrix}, \] (58)

from which it is easily seen that

\[ \mathfrak{A} \{ \mathbf{E}_x \} = \mathfrak{A} \{ \mathbf{E}_r \} = \mathfrak{A} \{ \mathbf{A} \}. \] (59)

Therefore, there must exist a unique, nonsingular matrix \( \mathbf{\Psi} \), such that \( \mathbf{E}_x \mathbf{\Psi} = \mathbf{E}_r \). Since \( \mathbf{E}_x \) and \( \mathbf{E}_r \) share a common column space, the rank of \( \mathbf{E}_{xy} = [\mathbf{E}_x \mid \mathbf{E}_r] \) is \( N \), which implies that there exists a unique rank \( N \) matrix \( \mathbf{F} \) such that

\[ \mathbf{0} = [\mathbf{E}_x \mid \mathbf{E}_r] \mathbf{F} = \mathbf{E}_x \mathbf{F}_x + \mathbf{E}_r \mathbf{F}_r = \mathbf{A} \mathbf{F}_x + \mathbf{\Phi} \mathbf{F}_r, \] (60)

where \( \mathbf{F} = \begin{bmatrix} \mathbf{F}_x \\ \mathbf{F}_r \end{bmatrix} \) spans the null-space of \( [\mathbf{E}_x \mid \mathbf{E}_r] \). Defining \( \mathbf{\Psi} \overset{\text{def}}{=} -\mathbf{F}_x [\mathbf{F}_r]^{-1} \), equation (60) can be rearranged to yield \( \mathbf{A} \mathbf{\Psi} \mathbf{T}^{-1} = \mathbf{\Phi} \). Assuming \( \mathbf{A} \) to be full rank implies

\[ \mathbf{T} \mathbf{\Psi} \mathbf{T}^{-1} = \mathbf{\Phi}. \] (61)

Therefore, eigenvalues of \( \mathbf{\Psi} \) must be equal to diagonal elements of \( \mathbf{\Phi} \), and DOA estimates can be obtained using

\[ \theta_i = \cos^{-1} \left\{ \frac{\text{arg}(\lambda_i)}{2 \pi \Delta} \right\}, \quad i = 1, \cdots, N, \] (62)

where \( \lambda_i \) \( (i = 1, \cdots, N) \) are principal eigenvalues of \( \mathbf{\Psi} \), and \text{arg}() denotes the phase angle. ESPRIT also has some important variations, including multiple invariance ESPRIT [65], virtual interpolated array ESPRIT [66], resolution-enhanced ESPRIT [67], and higher order ESPRIT [68].
5.d. Maximum Likelihood (ML) Estimator

The ML technique estimates source DOAs by maximizing the log-likelihood function, which signifies that signals from those directions are most likely to cause the occurrence of given samples. The ML method produces superior estimates compared to other methods, especially in unfavorable conditions involving low SNR, short data samples, highly correlated or coherent sources, and small array apertures, and thus is of practical interest. It can be used as a standard to compare the performance of other methods.

Regarding the source signals, there are two types of models in current use: conditional model, which assumes the signals to be deterministic and unknown sequences; and unconditional model, which assumes the signals to be random. These two models lead to different ML methods, termed CML and UML respectively [69].

5.d.1. Conditional Maximum Likelihood (CML) Estimator

Assume the signals \( s(t) \) to be deterministic and unknown sequences, and the noise \( n(t) \) to be stationary zero-mean white Gaussian process, \( E[nn^H(t)] = \sigma_n^2 I \), therefore \( y(t) \sim G(As(t), \sigma_z^2 I) \), where \( G(\cdot) \) denotes Gaussian distribution.

The likelihood function of the snapshots \( y(1), \ldots, y(L) \) is given by

\[
L(y(1), \ldots, y(L)) = \prod_{l=1}^{L} \frac{1}{\pi \det[\sigma_z^2 I]} \exp \left( -\frac{1}{\sigma_z^2} \| y(t) - As(t) \|^2 \right),
\]

where, \( \det[*] \) stands for the determinant. Thus, the log-likelihood function is

\[
\ln L = -L \ln \pi - ML \ln \sigma_z^2 - \frac{1}{\sigma_z^2} \sum_{l=1}^{L} \| y(t) - As(t) \|^2.
\]

In (64), \( \sigma_z^2, \theta \) (in \( A(\theta) \)) and \( s(t) \) are unknown parameters.

Firstly, we fix \( \theta \) and \( s(t) \), and calculate the derivatives of (64) with respect to \( \sigma_z^2 \),

\[
\frac{\partial \ln L}{\partial \sigma_z^2} = -\frac{ML}{\sigma_z^2} + \frac{1}{\sigma_z^2} \sum_{l=1}^{L} \| y(t) - As(t) \|^2.
\]

We then get,

\[
\sigma_z^2 = \frac{1}{ML} \sum_{l=1}^{L} \| y(t) - As(t) \|^2.
\]

Secondly, fixing \( \sigma_z^2 \) and \( \theta \), we calculate the derivatives of (64) with respect to \( s(t) \),

\[
\frac{\partial \ln L}{\partial s(t)} = -\frac{1}{\sigma_z^2} \sum_{l=1}^{L} (y(t) - As(t)) A^H(t).
\]
Advanced Array Processing Techniques and Systems

\[
\frac{\partial \ln L}{\partial s(t)} = \frac{2}{\sigma_n^2} A^H \left[ y(t) - As(t) \right],
\]

it arrives at

\[
s(t) = \left( A^H A \right)^{-1} A^H y(t).
\]

Finally, substituting (66) and (68) back into (64), we obtain the following maximization problem,

\[
\arg \max_{\theta} \left\{ -ML \ln \frac{1}{ML} \sum_{i=1}^{L} \left| y(t) - A \left( A^H A \right)^{-1} A^H y(t) \right|^2 \right\},
\]

which is equivalent to the following minimization problem

\[
f_{CML}(\theta) = \arg \min_{\theta} \left\{ \text{tr} \left[ \left( I - A \left( A^H A \right)^{-1} A^H \right) \hat{R} \right] \right\},
\]

where \( \text{tr}[\cdot] \) denotes the trace, and \( \hat{R} \) is the sample covariance matrix (25).

5.d.2. Unconditional Maximum Likelihood (UML) Estimator

If we assume that both the signals and the noise are stationary, temporally white, zero-mean complex Gaussian random processes with second-order moments satisfying (23), following a similar derivation procedure, we can conclude that the UML estimator is given by minimizing (71)

\[
f_{UML}(\theta) = \ln \det \left[ A \hat{P} A^H + \hat{q} \hat{I} \right],
\]

where

\[
\hat{P} = \left( A^H A \right)^{-1} A^H \hat{R} A \left( A^H A \right)^{-1} - \hat{q} \left( A^H A \right)^{-1},
\]

\[
\hat{q} = \frac{1}{M - N} \text{tr} \left[ \left( I - A \left( A^H A \right)^{-1} A^H \right) \hat{R} \right],
\]

and \( \ln[\cdot] \) denotes the natural logarithm.

Literature [69] demonstrates that for uncorrelated sources, the statistical performances of CML and UML are similar; while for highly correlated or coherent sources, UML is significantly superior. For UML, the stochastic Cramer-Rao bound (CRB) can be achieved as \( N \to \infty \) or \( \text{SNR} \to \infty \); while for CML, the corresponding bound cannot be attained if \( M < \infty \), even though \( N \to \infty \) or \( \text{SNR} \to \infty \).

The optimization of likelihood functions (70) and (71) is a nonlinear optimization problem. In the absence of a closed form solution, it requires iterative schemes for
solutions. Many such schemes have been proposed for solving this problem, such as the alternating projection method [70], the simulated annealing method [71], the expectation maximization algorithm [72], and the data supported grid search technique [73]. A fast algorithm [74]-[76] based on a modified genetic algorithm is presented for solutions in general cases.

5.e. Performance Evaluation and Comparison

The main performance measures for a DOA estimator include bias, variance, and probability of resolution, which are complicated functions of source SNR, data sample size, number and directions of sources, and array geometry. A poor estimate generally results from using shorter snapshots and sources with lower SNR. Even though bias and variance both play important roles in direction estimation, the effect of bias is more critical in the threshold region. The variance is often evaluated against the CRB, which provides a lower bound on the covariance matrix of any unbiased estimator and is expected to be a good performance predictor for large samples.

The stochastic CRB associated with DOA estimation in white Gaussian noise is given by [77]

\[
\text{CRB}(\theta) = \frac{\sigma^2}{2L} \left[ \text{Re} \left[ \left( D^H P_d D \right) \odot \left( \begin{bmatrix} PA^H R^{-1} AP \end{bmatrix} \right) \right] \right]^{-1},
\]

(72)

where \( X \odot Y \) denotes the Hadamard product of matrices \( X \) and \( Y \), i.e., \( (X \odot Y)_{ij} = X_{ij} Y_{ij} \), \( P \) is the signal covariance matrix, and

\[
P_d^+ = I - A (A^H A)^{-1} A^H,
\]

\[
D = \begin{bmatrix}
\frac{\partial a(\theta)}{\partial \theta} |_{\theta = \theta_i} & \cdots & \frac{\partial a(\theta)}{\partial \theta} |_{\theta = \theta_i}
\end{bmatrix}.
\]

(73)

In the follows, we present a numerical example to compare the performance of UML, ESPRIT, MUSIC and MVDR, and evaluate those estimators against the CRB. Each simulated point is calculated based on 500 independent Monte-Carlo trials. The performances of those methods are compared at two aspects: a) DOA estimation root-mean-squared error (RMSE), which is calculated as

\[
\text{RMSE} = \sqrt{\frac{1}{NN_{\text{runs}}} \sum_{i=1}^{N} \sum_{l=1}^{N_{\text{runs}}} (\hat{\theta}_i(l) - \theta_i)^2},
\]

(74)

where \( N \) is the number of sources, \( \hat{\theta}_i(l) \) is the estimate of the \( i \)th DOA achieved in the \( l \)th run, \( \theta_i \) is the true DOA of the \( i \)th source; b) the ability to resolve closely spaced sources.
By definition, two sources are said to be resolved in a given run if \( |\hat{\theta}_i - \hat{\theta}_j| < |\theta_i - \theta_j|/2 \), \( i, j = 1, 2 \) are satisfied.

Since ESPRIT requires two displaced subarrays of matched doublets and is only applicable to certain geometry such as ULA, an 8-element ULA with half-wavelength element spacing is considered. Because correlated sources due to, for example multipath propagation are of practical interest in mobile communications, two equal-power correlated signals with the correlation factor \( \gamma = 0.8 \) are assumed to illuminate the array from \( 61^\circ \) and \( 64^\circ \) relative to the end-fire. The number of snapshots is 40, and SNR is varied.
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Figure 7. DOA estimation RMSE of UML, ESPRIT, MUSIC and MVDR versus SNR.
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Figure 8. Resolution probabilities of UML, ESPRIT, MUSIC and MVDR versus SNR.
Figure 7 depicts DOA estimation RMSE obtained by UML, ESPRIT, MUSIC and MVDR, and compares them with the CRB. Figure 8 shows the resolution probabilities for the same methods. As can be seen from Figure 7 – Figure 8, UML demonstrates much better performance than the other techniques as a whole, producing more accurate estimates in terms of RMSE, and better source resolving power in terms of resolution probabilities. UML asymptotically attains the CRB when SNR gets higher. ESPRIT performs better than MUSIC and MVDR in the cases of correlated sources, and MVDR demonstrates the strongest threshold effect when SNR is small. Based on the simulation results and performance analysis carried out in the literature, we make some comments on pros and cons of each algorithm for performance evaluation.

1. UML is statistically optimal and yields superior estimates. It can tackle correlated or even coherent arrivals. For Gaussian signals, the estimates of UML are unbiased and efficient. However, UML is computation intensive due to optimization of the multi-dimensional multimodal likelihood function. [69], [77]-[78].
2. MUSIC estimates are the large sample realization of ML estimates in the presence of uncorrelated arrivals, and asymptotically efficient for large arrays. A rigorous bias analysis shows that MUSIC estimates are biased. MUSIC makes a good compromise between computation and accuracy, and is one of the most studied schemes. [77], [79]-[81].
3. ESPRIT is computation-efficient with advantages over other algorithms such as speed, storage, and indifference to array calibration. ESPRIT and MUSIC are two important eigenstructure methods: ESPRIT may yield unbiased estimates with variance less than MUSIC; ESPRIT is more robust than MUSIC and can handle correlated arrivals; but ESPRIT requires specific array geometry. [64], [80], [82]-[83].
4. MVDR is suitable for both DOA estimation and optimal beamforming, which is less sensitive to perturbations and model errors than ML, MUSIC and ESPRIT. [59], [84]-[85].

6. Conclusion
Smart antennas are often classified as either switched-beam or adaptive-array systems. Each class of smart antennas has its own inherent cost-complexity trade off. The relative merits of both implementations for ITS have been discussed. This chapter deals with the signal processing aspects of smart antenna systems. In general, smart antenna system design and algorithm selection are a trade-off between complexity and performance. Various beamforming algorithms using spatial and temporal reference, and the adaptive implementations are described. DOA estimation is an essential function of antenna arrays, which can be utilized to orient the beamformer or be exploited for location positioning. There exists many DOA estimation algorithms with conflicting demands of accuracy and computation. Some of the typical algorithms are discussed and analyzed.
Smart antennas technology will have significant impact on future intelligent transportation systems. It will support various transportation applications, trigger many new services, and make the future ITS to be less complex while providing more attractive and convenient services. It is believed that this technology has great potential to make transportation systems operate more safely and efficiently, with less congestion, pollution, and environmental impact.
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