Temperature-dependent efficiency droop of blue InGaN micro-light emitting diodes
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Temperature-dependent trends in radiative and Auger recombination coefficients have been determined at different injection carrier concentrations using InGaN micro-light emitting diodes 40 μm in diameter. The differential lifetime was obtained first from the measured modulation bandwidth and was then employed to calculate the carrier concentration in the quantum well active region. When the temperature increases, the carrier concentration increases, but both the radiative and Auger recombination coefficients decrease. In addition, the temperature dependence of radiative and Auger recombination coefficients is weaker at a higher injection carrier concentration, which is strongly related to phase space filling. © 2014 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4900865]

Significant progress has been achieved in the application and physical understanding of GaN-based light emitting diodes (LEDs). However, their external quantum efficiency (EQE) shows a non-thermal reduction at high injection current density, known as efficiency droop, which appears to be a barrier for the wide application of LEDs in general lighting.1,2 This phenomenon is generally studied under pulsed current conditions, which allows analysis of the effects of current density, independent of the heating. However, in many LED applications, such as automotive headlights, the ambient temperature is much higher than normal room temperature, and therefore, the study of temperature-dependent LED efficiency droop is necessary.

Recently, the issue of temperature-dependent reductions in EQE, known as thermal droop, has received more attention.3 For example, a major reduction in EQE by about 30% has been observed from 300 K to 450 K.3 Several groups have reported that at a fixed high current density of hundreds of A/cm², EQEs first increase and then decrease with increasing temperature, the detailed variation depending largely on the LED design.4–7 Different mechanisms have been proposed to explain the temperature-dependent efficiency droop, which is interdependent with current-dependent efficiency droop. The proposed current-dependent efficiency droop mechanisms include Auger recombination, electron leakage, and carrier delocalization.1,2 Recent significant experimental contributions include claims of direct observations of Auger electron emission under current injection8,9 or photoluminescence.10 Within the framework of an ABC recombination model, the temperature dependence of carrier recombination coefficients has often been investigated experimentally by fitting the temperature-dependent internal quantum efficiency (IQE) curves without considering electron leakage.11,12 With the increase in temperature, the defect-related Shockley-Read-Hall (SRH) recombination coefficient A increases and the radiative recombination coefficient B decreases. However, inconsistent temperature-dependent trends in the third-order coefficient C (assumed hereon for concreteness to correspond to Auger recombination) have been reported, including a monotonous increase with increasing temperature and little variation at temperatures higher than 200 K.12 In these studies, current-independent B and C coefficients have been assumed, and their variations with injection current density/cARRIER concentration due to phase space filling effects have not been considered. Similar controversy also exists in the theoretical work based on direct/indirect Auger recombination calculations.13–16 Theoretical work has indicated that the temperature dependence of B and C coefficients varies at different carrier concentration in quantum wells (QWs) with different carrier confinement conditions,13 however, experimental verification of such predictions has not yet been achieved.

In this study, we experimentally determine temperature-dependent trends in carrier recombination coefficients, in particular the Auger coefficient, as a function of carrier concentration, through measurements of the experimental modulation bandwidth and EQE of blue-emitting InGaN micro-LEDs. Due to their excellent current spreading and heat dissipation ability, micro-LEDs can be operated at current densities up to several kA/cm² with little self-heating, as emphasized in previous publications.17,18 At such high injection current densities, the phase space filling effect is significant and its effect on the temperature-dependent B and C coefficients has been demonstrated here. In addition, the excellent current spreading of micro-LEDs helps to alleviate the effect of current crowding on carrier recombination at different current densities and temperatures. Furthermore, we use temperature-dependent modulation bandwidth for carrier recombination analysis. These bandwidth measurements follow methodologies developed in recent studies on the emerging application of visible light communications (VLC).19,20 While VLC using GaN-based LEDs operating at different temperatures has been demonstrated,21 the temperature-dependent mechanisms affecting performance...
in this application require further investigation to complement understanding of efficiency droop effects, commonly considered in a direct current (DC) drive context.

Individually addressable top-emission (through the $p$-contact) micro-LEDs on $c$-plane sapphire substrates with a diameter of 40 $\mu$m and emission wavelength $\sim$445 nm were fabricated from a commercial wafer. The epistucture consists of an $n$-GaN layer, an InGaN/GaN multiple quantum well (MQW) active region, an AlGaN current blocking layer, and a $p$-GaN layer. The micro-LED fabrication processes are similar to those in Ref. 22.

A previous study on micro-LEDs of comparable design shows that the junction temperature of a 40 $\mu$m micro-LED differs insignificantly from the ambient temperature even under high injection DC, due to highly effective current spreading and heat dissipation.\textsuperscript{17,18} To confirm this observation, the light output power of the micro-LED was compared under pulsed current with low duty cycle (pulse width: 25 $\mu$s; pulse period: 525 $\mu$s) and DC. No difference of light output power was found up to a current of 35 mA ($\sim$2800 A/cm$^2$). Also, for a 40 $\mu$m micro-LED from Ref. 17, the junction temperature shows little change until current density $\sim$2800 A/cm$^2$. Thus, the self heating can be neglected here at DC 35 mA or less for the measurements of light output power and bandwidth in this work.\textsuperscript{17,18} In addition, potential effects of the temperature on current spreading as reported by Kudryk \textit{et al.}\textsuperscript{23} are neglected due to the more uniform current spreading in micro-LEDs compared to broad-area LEDs.

The ambient temperature of the micro-LEDs was adjusted by placing the devices on a hotplate, and the temperature was monitored by bonding a thermocouple to the device. The optical $-3$ dB modulation bandwidth was measured by combining a DC bias from a power source and a small-signal modulation of fixed amplitude from an HP8753ES network analyzer using a bias-tee. Then the light emission from the micro-LED was collected using a 1.4 GHz bandwidth photoreceiver, and the frequency response was recorded by a network analyzer. To calculate the EQE, the light output power as a function of current under different temperatures was measured by a Si detector at a fixed distance from the sample. Detector response changes due to micro-LED spectral changes at different currents/temperatures were further considered to correct the measured light output power. Then, the light output power measured in an integrating sphere at room temperature ($\sim$300 K) was used to calibrate the fraction of the light captured by the detector during the variable-temperature measurements.

Fig. 1(a) shows the temperature-dependent EQE versus current density characteristics on a semi-logarithmic scale with device temperature varied from 300 to 500 K in 25 K increments. It can be seen that with the increase in temperature, the EQE peak shifts towards higher current densities and the peak EQE decreases. At low current densities, less than 10 A/cm$^2$, the EQEs drop with increasing temperature. At high current densities, the variation is complicated. For example, at 1000 A/cm$^2$, from a close inspection of the data, we found that the EQE increases from 300 to 375 K and decreases from 375 to 500 K. The electrical-to-optical bandwidths of the micro-LED are shown in Fig. 1(b). The bandwidths from 300 to 425 K demonstrate a clear trend. For example, at 500 A/cm$^2$, the bandwidth decreases, and, at 2500 A/cm$^2$, the bandwidth increases with the increase in temperature. The bandwidths from 450 K to 500 K show large fluctuations and are not shown here. It should be noted that three randomly selected micro-LEDs have been measured and the results confirm that the obtained temperature-dependent trends in EQE and bandwidth are experimentally repeatable.

The carrier concentration $n$ can be determined from the bandwidth measurement by equation\textsuperscript{19,24}

$$ n = \frac{1}{qV_{active}} \int_{0}^{\lambda} \eta_i(I) \tau(l') dl', $$

(1)

where $q$ is the electron charge, $V_{active}$ is the effective volume of QWs in the active region, $I$ is the current, $\eta_i$ is the carrier injection efficiency affected by electron leakage, and $\tau$ is the differential lifetime calculated from the $-3$ dB bandwidth, i.e., $f_{3dB} = \sqrt{3}/2\pi$. $V_{active}$ may change under different currents/temperatures due to carrier distribution in more QWs, indium fluctuation, and more possible factors.\textsuperscript{25–27} However, due to the lack of sufficient recombination volume information from available data,\textsuperscript{25–27} an accurate correction for different currents and temperatures is very challenging. Our analysis follows the common assumption,\textsuperscript{28,29} supported by many simulation studies,\textsuperscript{30,31} that only the QW closest to the $p$-GaN is heavily populated with carriers. Therefore, in this
work, one QW with a thickness of 2.8 nm is used to estimate \( V_{\text{active}} \). In addition, carrier injection efficiency \( n_{\text{inj}} \) is assumed to be 1 for all temperatures.\(^{11,12}\) The electron leakage has little effect at low current densities (roughly before the EQE peak), but may affect LED efficiency at high current densities (roughly after the EQE peak).\(^1\) The latter determined temperature-dependent trend in carrier recombination coefficients is consistent in the whole current density range, so we consider that the effect of electron leakage on our results can be neglected. The calculated carrier concentrations \( n \) at different temperatures are shown in Fig. 2. Generally, \( n \) keeps increasing from 300 to 500 K, which is consistent with the reduced recombination coefficients in the following text.

In the framework of the \( ABC \)-approximation, the EQE of the micro-LED is expressed by the following equation:\(^1\)

\[
EQE = \text{EXE} \times \text{IQE} = \text{EXE} \times \frac{Bn^2}{An + Bn^2 + Cn^3},
\]

where EXE is the LED light extraction efficiency. Following Refs. 19 and 32, a constant EXE value of \( \sim 18\% \) has been assumed here, for all current densities and temperatures in this work.\(^{11,12}\) In addition, a slightly different EXE value will not affect the trends in the \( ABC \) coefficients. In Eq. (2), the \( B \) and \( C \) coefficients are constant at low current densities owing to phase space filling effect.\(^{33,34}\) The \( B \) and \( C \) coefficients can be described by the empirical formulas \( B = B_0/(1 + n/N^*) \) and \( C = C_0/(1 + n/N^*) \), respectively.\(^{14,34}\) Here, \( N^* \) is the phase space filling parameter, and \( B_0 \) and \( C_0 \) represent \( B \) and \( C \) at very low \( n \), respectively. From the experimental EQE and IQE, the carrier recombination rates can be obtained. The total carrier recombination rate is expressed as \( R_{\text{rec}} = I/q V_{\text{active}} \), which is the sum of radiative recombination rate \( R_r = R_{\text{rec}} \), non-radiative recombination rate \( R_{\text{nr}} = R_{\text{rec}}(1 - \text{IQE}) \). Then, \( R_{\text{nr}}/n = A + Cn^2 \), the \( A \) coefficient is obtained at low \( n \) (e.g., \( n = 1 \times 10^{18} \) \( \text{cm}^{-3} \)); from \( R_{\text{nr}}/n = B \), the \( B \) coefficient is calculated; through \( R_{\text{nr}}/n^3 = A/n^2 + C \), the \( C \) coefficient is available at high \( n \) (e.g., \( n = 2 \times 10^{20} \) \( \text{cm}^{-3} \)).\(^{33,34,35}\) By fitting these curves as shown in Figs. 3(a) and 3(b), the parameters \( A, B_0, C_0 \), and \( N^* \) can be obtained at different temperatures, as shown in Table I. The physical mechanisms underlying the trends in the fitted parameters are discussed as follows.

FIG. 2. Carrier concentration \( n \) versus current density from 300 to 500 K.

At low current densities, the SRH recombination coefficient \( A \) in Table I, as determined from Fig. 3(a), shows a general increasing trend with increasing temperature, consistent with published results.\(^28,36\) However, scatter from the overall
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**TABLE I. Summary of fitted parameters** \( A, B_0, C_0, \) and \( N^* \) from 300 to 500 K.

<table>
<thead>
<tr>
<th>( T (K) )</th>
<th>( A ) ( (\text{s}^{-1}) )</th>
<th>( B_0 ) ( (\text{cm}^3\text{s}^{-1}) )</th>
<th>( C_0 ) ( (\text{cm}^3\text{s}^{-1}) )</th>
<th>( N^* ) ( (\text{cm}^{-3}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>( 1.74 \times 10^7 )</td>
<td>( 8.76 \times 10^{-11} )</td>
<td>( 7.85 \times 10^{-30} )</td>
<td>( 1.94 \times 10^{-17} )</td>
</tr>
<tr>
<td>325</td>
<td>( 1.78 \times 10^7 )</td>
<td>( 2.72 \times 10^{-11} )</td>
<td>( 1.90 \times 10^{-30} )</td>
<td>( 6.72 \times 10^{-17} )</td>
</tr>
<tr>
<td>350</td>
<td>( 1.76 \times 10^7 )</td>
<td>( 1.15 \times 10^{-11} )</td>
<td>( 6.96 \times 10^{-31} )</td>
<td>( 1.42 \times 10^{-18} )</td>
</tr>
<tr>
<td>375</td>
<td>( 1.86 \times 10^7 )</td>
<td>( 5.97 \times 10^{-12} )</td>
<td>( 3.19 \times 10^{-31} )</td>
<td>( 2.86 \times 10^{-18} )</td>
</tr>
<tr>
<td>400</td>
<td>( 2.03 \times 10^7 )</td>
<td>( 3.65 \times 10^{-12} )</td>
<td>( 1.82 \times 10^{-31} )</td>
<td>( 4.75 \times 10^{-18} )</td>
</tr>
<tr>
<td>425</td>
<td>( 2.21 \times 10^7 )</td>
<td>( 3.52 \times 10^{-12} )</td>
<td>( 1.97 \times 10^{-31} )</td>
<td>( 4.34 \times 10^{-18} )</td>
</tr>
<tr>
<td>450</td>
<td>( 2.03 \times 10^7 )</td>
<td>( 1.57 \times 10^{-12} )</td>
<td>( 7.50 \times 10^{-32} )</td>
<td>( 1.17 \times 10^{-19} )</td>
</tr>
<tr>
<td>475</td>
<td>( 2.09 \times 10^7 )</td>
<td>( 9.53 \times 10^{-13} )</td>
<td>( 5.05 \times 10^{-32} )</td>
<td>( 1.55 \times 10^{-19} )</td>
</tr>
<tr>
<td>500</td>
<td>( 1.77 \times 10^7 )</td>
<td>( 5.51 \times 10^{-13} )</td>
<td>( 2.60 \times 10^{-32} )</td>
<td>( 3.18 \times 10^{-19} )</td>
</tr>
</tbody>
</table>
trend exists, which may come from measurement errors in the ~3 dB bandwidths at very low currents. The possible reasons are the relatively large modulation signal compared to the DC component, as well as the noises of optical frequency response. Subsequent analysis has also shown that the temperature dependence of $A$ is relatively weak compared to those of $B$ and $C$.

In Fig. 3(b), the $B$ coefficient $(R/n^2)$ decreases with increasing temperature at all carrier concentrations. This is induced by phase space filling, i.e., the carrier distribution is approximately described by Maxwell-Boltzmann statistics at low carrier concentration and by Fermi-Dirac carrier distribution at high carrier concentration.\textsuperscript{14,23,33} As more carriers occupy states in higher sub-bands at higher temperatures, the carrier number per $dk$ interval in $k$-space decreases with increasing temperature, leading to a reduced $B$ coefficient at higher temperatures. In addition, $N^*$ increases with increasing temperature as shown in Table I, i.e., phase-space filling occurs at a higher injection level at a higher temperature, which agrees with the theoretical and experimental trends in other publications\textsuperscript{14,23,33} but shows a stronger temperature dependence. The phase space filling effect in Ref. 14 and 33 was estimated by extracting the theoretical data of $B$ versus $n$. This can be understood by noting that at higher temperatures the thermal distribution already leads to a significant occupation of high-$k$ states. Therefore, a significant change in the occupation of high-$k$ states requires a higher carrier concentration than at lower temperatures.

Figs. 4(a) and 4(b) show the temperature variation of $B$ coefficient at $n = 2 \times 10^{18}$ cm$^{-3}$ and $n = 1 \times 10^{20}$ cm$^{-3}$, respectively. A strong decrease in $B$ with increasing temperature has been found at the low carrier concentration $n = 2 \times 10^{18}$ cm$^{-3}$, empirically scaling as $B \propto 1/T^4$. However, at the high carrier concentration $n = 1 \times 10^{20}$ cm$^{-3}$, a weaker temperature dependence of $B \propto 1/T^{3/2}$ appears. This observation agrees with the theoretical calculation very well\textsuperscript{13} and is explained as follows. At a low injection carrier concentration ($2 \times 10^{18}$ cm$^{-3}$), a fraction of carriers, close to the Fermi level and in the high energy tail of the occupation function, is strongly influenced by temperature; at a high carrier concentration ($1 \times 10^{20}$ cm$^{-3}$), the carrier states close to the bandgap are filled, so most carriers are at energies below the Fermi level, leading to less temperature dependence.\textsuperscript{13} Other experimental and theoretical work reported weak dependences of $B$ on $T$,\textsuperscript{11,14} which agrees with our results at high carrier concentrations.

The temperature-dependent $C$ coefficients as shown in Fig. 5(a) were calculated from the values of $C_o$ and $N^*$ in Table I. At all carrier concentrations, the $C$ coefficient decreases with the increase in temperature. In addition, similar to the case of radiative recombination, a weaker temperature dependence is obtained with increasing carrier concentration, which is again related to the phase space filling effect. The temperature dependence of $C$ at a carrier concentration of $1 \times 10^{20}$ cm$^{-3}$ is shown in Fig. 5(b) and empirically follows $C \propto 1/T^2$. The temperature dependence of the $C$ coefficient in this work is contrary to most theoretical and experimental trends in the literature,\textsuperscript{11,14-16} but agrees with one design in theoretical result with relatively weak carrier confinement in the QWs.\textsuperscript{13}

In summary, the temperature dependence of the recombination coefficients in blue-emitting InGaN/GaN MQW LEDs has been investigated experimentally. With increasing temperature, the radiative and Auger recombination coefficients decrease. It is also found that the temperature dependence of radiative and Auger recombination coefficients becomes weaker at higher carrier concentrations. The phase space filling effect is proposed to contribute significantly to the variation of temperature-dependent radiative and Auger recombination coefficients. This work not only provides further insight into efficiency droop, but also helps to elucidate

![FIG. 4. B coefficient variation with temperature (a) at $n = 2 \times 10^{18}$ cm$^{-3}$ (5B $\propto 1/T^4$) and (b) at $n = 1 \times 10^{20}$ cm$^{-3}$ (5B $\propto 1/T^{3/2}$). The red lines are fits to the experimental data (black symbols).](image)

![FIG. 5. (a) Calculated C coefficient versus n at different temperatures. (b) C coefficient variation with temperature at $n = 1 \times 10^{20}$ cm$^{-3}$ ($C \propto 1/T$). The red line is a fit to the calculated data (black symbols).](image)
trends in the small-signal modulation bandwidth relevant to the application of LEDs in VLC.

We acknowledge support from Scottish Universities Physics Alliance, China Scholarship Council, Overseas Research Students Awards Scheme, University of Strathclyde, and Engineering and Physical Sciences Research Council Grant EP/K00042X/1. We thank Michael Wallace, Strathclyde University Department of Physics, for his help with the integrating sphere test.