Measurement-based Analysis of the Dynamic Performance of Microgrids using System Identification Techniques

Panagiotis N. Papadopoulos¹, Theofilos A. Papadopoulos¹, Paul Crolla², Andrew J. Roscoe², Grigoris K. Papagiannis¹, Graeme M. Burt²

¹Power Systems Laboratory, Dept. of Electrical & Computer Engineering, Aristotle University of Thessaloniki, P.O. Box 486, GR-54124 Thessaloniki, GREECE
Tel: +302310996388, Fax: +302310996302, e-mail: grigoris@eng.auth.gr
²Institute for Energy and Environment, Department of Electronic and Electrical Engineering, University of Strathclyde
Tel: +4401415482951, Fax: +4401415485872 e-mail: g.burt@eee.strath.ac.uk

Abstract

The dynamic performance of microgrids is of crucial importance, due to the increased complexity introduced by the combined effect of inverter interfaced and rotating distributed generation. This paper presents a methodology for the investigation of the dynamic behavior of microgrids based on measurements using Prony analysis and state-space black-box modeling techniques. Both methods are compared and evaluated using real operating conditions data obtained by a laboratory microgrid system. The recorded responses and the calculated system eigenvalues are used to analyze the system dynamics and interactions among the distributed generation units. The proposed methodology can be applied to any real-world microgrid configuration, taking advantage of the future smart grid technologies and features.
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1 Introduction

The increasing penetration of distributed generation (DG) is changing the topology of the traditional power systems. The power flow is becoming bi-directional in low voltage (LV) and medium voltage (MV) networks and microgrids (MGs) are being formed, operating within the distribution networks or in islanded mode [1], [2]. A MG may contain multiple types of DG units, storage devices, and loads each either directly connected or inverter interfaced. Additionally, for each distributed energy resource (DER) conceptually different controls may apply [3]. The integration of the above MG technologies modifies the dynamic behaviour of conventional power systems and therefore, proper analysis tools need to be developed [4].

To ensure the secure and reliable, coordination of different DERs and maximize the penetration of renewable energy sources, the MG dynamic performance as well as the interactions between the DERs must be comprehensively investigated and evaluated under different operating conditions. Especially in MGs, the system stability is very significant, due to the increased complexity introduced by the various components and the lack of a main energy source during islanded operation [3].

Most of the research work on this topic uses standard simulation tools and computational techniques, which can be categorized into two main approaches [5]. In the first category detailed models are used to calculate the MG dynamic responses [6]-[8], while in the second low order models are adopted to minimize the computational effort [9]-[12]. In both cases detailed parameters of the DG units are required to formulate the corresponding simulation models accurately. Similar studies based on field measurements have been used in conventional transmission networks [13], while only recently laboratory-scale MG systems have been developed [14]-[17], providing proper experimental results which can be used for model verification and investigations.

System identification techniques have been traditionally applied in power systems to develop dynamic equivalent models of extended transmission networks using both simulation and measurement data [4], [19]-[22]. For the analysis of the MGs dynamics, black- or grey- box modelling techniques are used in [23]-[27] to develop equivalent
dynamic models of parts or of the whole MG as individual controlled entities [25]. The model parameters are directly extracted from measurements without prior knowledge of the exact MG features and structure. However, system identification methods are applied in MGs only on simulation data [23]-[27]. Therefore, the need to ensure the validity of the results from application of system identification methods on real measurement data from MGs is crucial. Moreover, in most cases only the active ($P$) and reactive power ($Q$) are analysed, while the voltage ($V$), the current ($I$) and the frequency ($f$) are neglected.

The scope of this paper is to investigate the dynamic performance of MGs, as well as the interactions between DG units using real measurement data. For this purpose two different system identification methods are used and their performance is compared and evaluated. The first method is based on Prony analysis combined with nonlinear least square optimization, while the second on Prediction Error Method (PEM). Furthermore, a comprehensive methodology and general guidelines to develop robust black-box models from measurements are proposed in order to estimate accurately the system eigenvalues and examine the dynamics of all MG system variables, i.e. $P$, $Q$, $V$, $I$, $f$. The measured dynamic responses are recorded in a laboratory-scale MG test facility at the University of Strathclyde [28].

2 System Identification techniques for black-box modeling

In this section the theoretical formulation of the two examined system identification methods is presented along with the proposed modeling guidelines and the generalised black-box modelling methodology using real measurement data.

2.1 Prony method

The approach followed in this paper starts by applying Prony analysis to the measurement data from a recorded response. Prony analysis is a technique to approximate a dynamic response with a sum of $2n$ damped sinusoids as shown in (1).
\[ \hat{y}(t) = \sum_{i=1}^{2n} A_i e^{\sigma_i t} \cos(\omega_i t + \varphi_i), \quad (1) \]

where \( \hat{y}(t) \) is the fitted response and \( A_i, \varphi_i \) and \( \lambda_i = \sigma_i \pm j\omega_i \) are the amplitude, phase and eigenvalues, respectively, whereas \( \omega_i, \sigma_i \) are the corresponding angular frequency and the damping factor [4].

Assuming that the sampling interval is \( T_s \), (1) is transformed to the \( z \)-domain as in (2) [21].

\[
\hat{y}[k] = \hat{y}[kT_s] = \sum_{i=1}^{2n} B_i z_i^k, \quad (2)
\]

where \( z_i = e^{\lambda_i T_s} \).

The \( n \) equations of (2) are expressed in matrix form as:

\[
\begin{bmatrix}
  z_1^0 & z_2^0 & \cdots & B_1 \\
  z_1^1 & z_2^1 & \cdots & B_2 \\
  \vdots & \vdots & \ddots & \vdots \\
  z_1^{N-1} & z_2^{N-1} & \cdots & B_n
\end{bmatrix}
\begin{bmatrix}
  y[0] \\
  y[1] \\
  \vdots \\
  y[N-1]
\end{bmatrix}
= \begin{bmatrix}
  y[0] \\
  y[1] \\
  \vdots \\
  y[N-1]
\end{bmatrix}.
\quad (3)
\]

The characteristic polynomial \( F(z) \) with \( z_i \) as its roots is defined [21]:

\[
F(z) = \prod_{i=1}^{n} (z - z_i) = z^n - \left( a_1 z^{n-1} + a_2 z^{n-2} + \cdots \right),
\quad (4)
\]

where the unknown coefficients \( a_i \) are identified from the measurement set. The steps to obtain a Prony solution are summarized as follows [21]:

Step 1) Assemble selected data and construct a discrete time prediction model as defined in (5). Several linear solvers can be used for the solution of (5) [20].

\[
\begin{bmatrix}
  y[n+0] \\
  y[n+1] \\
  \vdots \\
  y[N-1]
\end{bmatrix}
= \begin{bmatrix}
  y[n-1] & y[n-2] & \cdots & 1 \\
  y[n-0] & y[n-1] & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  y[N-2] & y[N-3] & \cdots & 0
\end{bmatrix}
\begin{bmatrix}
  a_1 \\
  a_2 \\
  \vdots \\
  a_n
\end{bmatrix}.
\quad (5)
\]

Step 2) The roots of the characteristic polynomial of (4) are calculated using the solution of (5), after the \( a_i \) coefficients have been identified.

Step 3) The roots of the previous step are associated with the system eigenvalues \( \lambda_i \) and the complex amplitudes \( B_i \) of (2) are determined by solving (3) in a least square manner, since the samples are generally more than the unknown parameters.
The efficiency of Prony analysis is limited in case of using distorted measurement data in order to develop low order models. Therefore, nonlinear least square optimization is additionally applied in discrete time form on the measured responses to identify with higher accuracy the unknown parameters of (1) [23], [29]. The proposed procedure is a two-step approach, where first the initial values of the set of parameters \( \theta = [A, \phi_1, \sigma_1] \) are determined following steps 1 to 3 of Prony analysis described above. Results from Prony analysis are also used to determine boundaries values of each parameter, following the empirical rules of [29]. Next, nonlinear least square optimization is applied and the parameter set \( \theta \) is adjusted successively in order to match the estimated to the measured response by minimizing the objective function \( J \) of (6). Parameters of set \( \theta \) take values in the range set by the corresponding boundaries defined from the previous step.

\[
\varepsilon(k | \theta) = y(k) - \hat{y}(k | \theta),
\]

\[
J = \sum_{i=1}^{N} \left\| \varepsilon(k | \theta) \right\|^2,
\]

where \( \varepsilon(k | \theta) \) is the prediction error (PE), \( N \) is the total number of samples and \( y(k) \), \( \hat{y}(k) \) are the measured and the estimated responses in discrete-time form.

2.2 Prediction Error Method (PEM)

The state space representation of a discrete-time linear model is described as follows:

\[
x_{k+1} = Ax_k + Bu_k + w_k
\]

\[
y_k = Cx_k + Du_k + v_k
\]

where all matrices are defined at discrete time instant \( k \) and \( x_k \) is the state vector, \( u_k \in R^{M \times 1} \) and \( y_k \in R^{L \times 1} \) are the input and output vectors, respectively. The unobserved vector signals \( w_k \in R^{K \times 1} \) and \( v_k \in R^{L \times 1} \) are the measurement and the process noise matrices, respectively. System matrices \( A \in R^{K \times K} \), \( B \in R^{K \times M} \), \( C \in R^{L \times K} \) and \( D \in R^{L \times M} \) contain the unknown parameters to be estimated [30]. Since the system matrices are determined, the discrete eigenvalues \( z_i \) of matrix \( A \) can be calculated using the QZ
algorithm [31], [32] and then converted in continuous time form using (9).

$$\sigma_i + j\omega_i = \ln(z_i)/T_s \quad (9)$$

Prediction error methods (PEMs) are a broad family of identification methods that can be applied to arbitrary model parameterization and resemble to the maximum likelihood method [31]. PEMs are iterative methods, where a sequence of past input-output data up to time $N-1$ $Z^N = [y(0), u(0), ..., y(N-1), u(N-1)]$ are used to predict the next one-step output of (8). The general predictor model is defined in (10) in terms of a finite-dimensional parameter vector $\theta$:

$$\hat{y}(k, \theta) = f(Z^{k-1}, \theta) \quad (10)$$

The estimation of $\theta$ is performed by minimizing the PE between the predicted outputs $\hat{y}(k, \theta)$ and the measured outputs $y(k)$ by means of:

$$\min_{\theta} \sum_{k=0}^{N-1} w_k \ell_k \quad (11)$$

$$V_N(\theta, Z^N) = \frac{1}{N} \sum_{k=0}^{N-1} w_k \ell_k \quad (12)$$

Function $\ell$ is a properly chosen criterion, such as the Maximum Likelihood or the Least Square criterion. In this case the two criteria are equivalent and equal to $\ell \sim \ell$, since the selected systems that are shown next are Single Input Single Output (SISO) [33].

The weighting factor $w_k$ defines how the PE $\varepsilon(t, \theta)$ between the measured and the estimated outputs is weighted at specific frequencies [33]. The PEM algorithm incorporated in MATLAB uses a full parameterization of the state space model combined with regularization, with an initial estimation value obtained by the N4SID subspace method [33]. A significant advantage of PEMs is that they can be applied to a wide variety of model structures, providing the best possible results for a given model structure (minimal covariance matrix) [33].

2.3 Black-box modelling methodology

Small-signal dynamics of a MG are investigated when subjected to small internal disturbances. The applied disturbances are large enough to influence the system.
dynamics, as well as to avoid round-off errors [22]. Using the above assumptions the MG system can be assumed linear. The recorded system responses cover the whole transient period as well as the steady-states prior to and after the disturbance with a sufficient sampling rate (2 ms). Therefore, the dynamic responses contain all system mode frequencies typically present in power systems [22], [34]. The length of the time window selected for the identification of the eigenvalues for both methods starts with the initiation of the disturbance and ends right after the oscillations stop.

In most studies the system dynamics are investigated using only the $P$ and $Q$ system variables [23]-[27], while more specifically in Prony analysis only $P$ is modeled [18]-[23]. However, in this paper a modular structure with five computationally decoupled SISO systems is presented, handling not only $P$ and $Q$ variables but also $V$, $I$, and $f$ recorded at the PCC as well as at the point of connection of the different DG units. Therefore, only the system variables of interest are selected depending on the type of the study performed, e.g. only the frequency or the voltage are used in frequency or voltage stability studies. Although the adopted SISO subsystems are computationally decoupled from each other, all system interactions and coupling between system variables, e.g. $f$-$P$ or $V$-$Q$ are included indeed in the respective subsystems. The dynamics of each subsystem are represented by the corresponding eigenvalues that are directly identified from real measured dynamic responses, containing all interactions.

Black-box models are implemented using both Prony and PEM following the corresponding procedure illustrated concisely in Fig. 1. Considering the model order selection for each system variable, an initial estimation is obtained using N4SID for the PEM, while for the Prony method Singular Value Decomposition (SVD) is adopted [31]. The final order for each method is determined individually by further trial and error, in order to achieve the best possible fit. Note that the performance of the PEM is significantly improved by selecting the weighting factors of (12) to emphasize the requirement for a good fit in the frequency range of interest. For this purpose the fast fourier transform (FFT) is applied to the corresponding dynamic responses. Respectively in the proposed Prony method, the FFT is also used for the initial estimation of the frequency parameter as well as to define the corresponding boundaries during the nonlinear-least square procedure [29].

The performance is measured using the coefficient of determination ($R^2$) defined in
\begin{align}
R^2 = 1 - \frac{\sum_{i=1}^{N}(y_d(k) - \hat{y}(k | \theta))^2}{\sum_{i=1}^{N}(\hat{y}_d(k) - \bar{y}_d)^2} \times 100
\end{align}

(13)

where $\bar{y}_d$ is the mean value of the measured response. The $R^2$ for all the examined cases in this paper is around 90%.

The proposed methodology is summarized in the following steps:

Step 1) An internal disturbance appears in the MG system, e.g. a load increase.

Step 2) The dynamic responses of $P$, $Q$, $V$, $I$, and $f$ are recorded at the PCC and the connection point of the DG units.

Step 3) Prony and PEM system identification techniques are applied to the recorded dynamic responses of each system variable.

Step 4) The system eigenvalues involved in the MG dynamics are calculated.

Step 5) The developed black-box models are used to analyze and simulate the dynamic performance of the DG units and the MG.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{modeling_methodology.png}
\caption{Black-box model modelling methodology.}
\end{figure}

The parameters of the developed black-box models are strongly dependent on the disturbance characteristics from which they have been identified, thus requiring large
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data sets in order to implement a generalized formulation. However, this drawback can be overcome in smart grids with the use of phasor measurement units (PMUs) based on global position system (GPS) and the aid of communication systems [35], making feasible the implementation of online black-box methods for the study of MG dynamics. Additionally, the application of system identification techniques to different types of dynamic responses in a given MG topology can be used as historical data to create databases for offline simulations [29].

3 System Under Study

The test facility is a 400-V, three-phase, 50-Hz, laboratory-scale MG with power capacity 100-kVA. The MG configuration is presented in Fig. 2 and is composed of sub-MGs #1 and #2, including directly connected and inverter interfaced DG units as well as a combination of static and dynamic loads. The MG can operate in either grid-connected or islanded mode, using the tie switch S1. A 1.21 per-unit (p.u.) inductance emulates a weak interconnection with the grid, reducing significantly the short circuit capability of the main grid.

![Fig. 2. LV laboratory-scale MG configuration.](image-url)
3.1 Sub-MG #1

Sub-MG #1 consists of a 2 kVA synchronous generator (DG1), a 10 kVA inverter-interfaced unit (DG2), a 10 kW/7.5 kVAr load bank (L1) and a 2.2 kW, 0.87 lagging asynchronous machine (L2). The synchronous generator is driven by a dc motor emulating a fast-response prime mover. The inverter primary energy source is a dc power supply with constant voltage. Both DG1 and DG2 follow a frequency-active power ($f$-$P$), voltage-reactive power ($V$-$Q$) droop control scheme, providing frequency and voltage support to the MG. In this study, the asynchronous machine is used only as a motor with controllable torque.

3.2 Sub-MG #2

Sub-MG #2 consists of an 80 kVA synchronous generator (DG3) directly connected to the PCC and of a 40 kW/30 kVAr load bank (L3). The synchronous generator is driven by a dc motor representing a slow-response prime mover. The control scheme followed is an $f$-$P$, $V$-$Q$ droop control and the generator can only operate in islanded mode, supporting the voltage and frequency at the common bus due to its larger nominal power output.

3.3 Experimental setup

The dynamic responses of $P$, $Q$, $V$, $I$ and $f$ are recorded at every MG node. Three test cases (TCs) are conducted for both grid-connected and islanded mode of operation. The TCs are designed to investigate the interactions among DG units in different MG configurations and the influence of droop-controlled DG units.

- TC1: DG1 and L1 are connected, supplying 1 kW/0.75 kVAr and consuming 5kW/2.4 kVAr, respectively.
- TC2: DG2 and L1 are connected, supplying 5 kW/3.75 kVAr and consuming 5kW/2.4 kVAr, respectively.
- TC3: DG1, DG2 and L1 are connected as in the previous cases. The asynchronous motor L2 also operates at nominal power.
In all TCs the MG system is subjected to a disturbance, caused by a 40% increase of L1. For all the results presented in the following sections, a positive sign in the active/reactive power and the current variables corresponds to the case that the MG is consuming power from the main grid in grid-connected mode or from Sub-MG#2 in islanded mode.

4 Grid-connected mode of operation

The grid-connected mode of operation is examined for the three TCs, while Sub-MG #1 is connected to a “weak” utility supply grid using the 1.21 pu inductor.

4.1 Eigenvalue analysis

In Fig. 3a and 3b the eigenvalues identified from the active and reactive power responses, respectively, are presented in the complex-plane. Real eigenvalues correspond to exponential decaying modes, while conjugate complex to oscillatory modes. The eigenvalues located close to the imaginary axis present a small exponential decay, thus have a dominant influence on the system response after a disturbance [3], [34]. The eigenvalues of the oscillatory modes of V, I and f are summarized in Table 1. In Table 2 the eigenvalues corresponding to the oscillatory modes, as well as the extracted Prony term $A_k$ of all system components, are analyzed for the generalized TC3 where all DG units are connected to the MG.

In all examined cases up to four eigenvalues are identified using the Prony method, while with the PEM identification method the maximum number of eigenvalues is five. The eigenvalues of the oscillatory modes identified using both techniques present negligible differences.
Fig. 3. Eigenvalues in the complex plane for the a) Active power b) Reactive power.

Table 1 Eigenvalues for voltage, current and frequency for all cases

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>V</th>
<th>I</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC1</td>
<td>Prony</td>
<td>-10.89±0.22i</td>
<td>-1.74±20.82i</td>
<td>-6.89±15.57i/ -1.92±19.47i</td>
</tr>
<tr>
<td></td>
<td>State-space</td>
<td>-3.70±1.72i</td>
<td>-1.67±20.74i</td>
<td>-2.66±18.55i/ -7.33±36.36i</td>
</tr>
<tr>
<td>TC2</td>
<td>Prony</td>
<td>-28.05±35.59i</td>
<td>-29.99±150.9i</td>
<td>-10.29±21.79i</td>
</tr>
<tr>
<td></td>
<td>State-space</td>
<td>-0.4±45.91i</td>
<td>-34.93±126.8i</td>
<td>-10.39±22.83i</td>
</tr>
<tr>
<td>TC3</td>
<td>Prony</td>
<td>-4.73±7.90i/ -24.77±42.63i</td>
<td>-2.60±20.93i</td>
<td>-4.38±19i</td>
</tr>
<tr>
<td></td>
<td>State-space</td>
<td>-2.07±13.43i</td>
<td>-2.34±21.17i</td>
<td>-6.15±18.66i/ -50.31±80.27i</td>
</tr>
</tbody>
</table>
Table 2 Prony terms and eigenvalues for TC3

<table>
<thead>
<tr>
<th>P</th>
<th>System Variable</th>
<th>Prony</th>
<th>State-Space</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Amplitude</td>
<td>Eigenvalues</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>538.9</td>
<td>-2.60±20.78i</td>
<td>-2.20±20.27i</td>
</tr>
<tr>
<td>DG1</td>
<td>501.1</td>
<td>-2.37±20.8i</td>
<td>-2.38±20.48i</td>
</tr>
<tr>
<td>DG2</td>
<td>2074</td>
<td>-41.28±87.3i</td>
<td>-33.59±57.35i</td>
</tr>
<tr>
<td>Q</td>
<td>911</td>
<td>-6.64±16.62i</td>
<td>-45.29±185.38i</td>
</tr>
<tr>
<td></td>
<td>355.8</td>
<td>-67.33±175</td>
<td></td>
</tr>
<tr>
<td>DG1</td>
<td>413.8</td>
<td>-5.47±4.03i</td>
<td>-86.81±176.48i</td>
</tr>
<tr>
<td></td>
<td>448.2</td>
<td>-49.97±166.2i</td>
<td></td>
</tr>
<tr>
<td>DG2</td>
<td>79.06</td>
<td>-1.29±6.74i</td>
<td>-1.86±11.82i</td>
</tr>
</tbody>
</table>

4.2 Active power response

The recorded dynamic responses of the MG active power at the PCC are shown in Fig. 4 for all TCs and are compared with the corresponding simulation results presenting a very good agreement. The influence of the individual DG units on the MG performance is also investigated for TC3. The active power responses of DG1 and DG2 recorded at the corresponding point of connection are shown in Fig. 5a. The oscillations observed during disturbances are due to the weak grid interconnection and are mainly caused by the rotating DG units. Inverter interfaced units tend to have a much faster non-oscillatory behavior as shown in Fig. 4b.
Fig. 4. Measurement and simulation results for the active power at the PCC for a) TC1, b) TC2, c) TC3.
Fig. 5. Measurements of DG1 and DG2 for TC3 a) active and b) reactive power.

Therefore, in TC1 the active power response oscillates with frequency 3.3 Hz, due to the electromechanical mode of DG1. A similar 3.3 Hz oscillation in the MG active power response is also observed in TC3 as analyzed in Table 2. In TC3 the DG1 mode is the dominant mode, significantly affecting the total MG dynamic performance as shown in Fig. 5a. On the contrary, DG2 has a faster reaction time and larger nominal capacity compared to DG1, thus introduces an additional higher frequency eigenvalue at 13.8 Hz. Comparing the dynamic responses of TC1 and TC3 and the corresponding eigenvalues, they show that the electromechanical mode frequency of DG1 is unaffected by the droop-controlled DG2 in TC3 [8]. However the MG dynamic response in TC3 presents lower amplitude and higher damping, due to the influence of DG2. On the contrary, in TC2 the active power response has practically no oscillations, since the dominating mode at 6.1 Hz has a high damping. This eigenvalue is due to the fast reaction of the inverter-interfaced unit DG2.
4.3 Reactive power response

In Fig. 6 measurement and simulation results are compared for the reactive power at the PCC, while in Fig. 5b the DG1 and DG2 recorded reactive power responses for TC3 are presented. In all TCs the voltage drop at Bus-4, due to the influence of the load L1 step change causes DG units to balance the MG reactive power, according to the $V-Q$ droop characteristics.

In TC1 the adjusted reactive power share after the disturbance is obtained after some ms, due to the delayed response of the automatic voltage regulator (AVR) of DG1. The fast oscillations in the first ms of the MG reactive power dynamic response in TC2 and TC3 are attributed to the influence of the $V-Q$ control of DG2 as analyzed in Fig. 5b [16].

![Graph showing measurement and simulation results for reactive power](image)

Fig. 6. Measurement and simulation results for the reactive power at the PCC for a) TC1, b) TC2, c) TC3.

In both TC1 and TC2 a single eigenvalue is identified at 0.27 Hz and 21 Hz, respectively. In TC3 two eigenvalues are required in both modeling techniques. The
first one is related to the fast reaction time of DG2 with a frequency at 7.4 Hz, while the second is at 1.26 Hz and is due to the delayed response of DG1. Therefore, the two system modes in TC3 are not the superposition of TC1 and TC2 modes, due to the reactive power participation share of DG units and the interactions between the DG2 V-Q control and the DG1 AVR.

4.4 Voltage, current and frequency responses

In Fig. 7 the current, voltage and frequency measurements at the PCC are illustrated for all TCs. It can be generally observed that the current presents a similar response to the active power, whereas the voltage to the reactive power, resulting also to similar eigenvalues as analyzed in Tables 1 and 2. Only in TC2 the current is influenced by the reactive power change of DG2, since a high frequency mode of 18 Hz is involved in the dynamic response.

![Fig. 7. Measurements at the PCC for a) current, b) voltage c) frequency.](Image)
Voltage responses generally present a time-delayed form with negligible oscillations. In such cases it is harder to identify the system eigenvalues, using the two modeling techniques and extract the corresponding model parameters. In TC2 and TC3 the fast dynamics of DG2 cause small oscillations, similar to those in the reactive power responses introducing an eigenvalue at 7.3 Hz with high damping.

The oscillatory nature of the MG frequency response as well as the relatively large deviations from the nominal frequency of 50 Hz at the PCC is due to the weak interconnection of the MG with the main grid. In TC1 and TC3 the frequency oscillation is mainly caused by DG1, while in TC3 higher damping is observed, due to the fast reaction of the inverter-interfaced DG2 as shown in Table 2. In TC2 the oscillation exhibits significantly high damping with the absence of rotating machines.

In Fig. 8 the laboratory measurements for TC1 of $I$, $V$ and $f$ are compared with the corresponding simulation results, using the two modeling techniques. Also in this case, negligible differences are recorded, validating the accuracy of the developed models.

Fig. 8. Measurement and simulation results at the PCC for TC1 for a) current, b) voltage c) frequency.
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5 Islanded mode of operation

In islanded mode Sub-MG #2 is also connected, providing voltage and frequency support to Sub-MG #1. All TCs are examined and Sub-MG #1 is modeled using both black-box methods.

5.1 Eigenvalue analysis

The identified eigenvalues for the active and reactive power are presented in Fig. 9a and 9b, respectively. Compared to the grid-connected mode, conjugate complex eigenvalues of lower frequency are observed, due to the predominant influence of the large mass DG3 in the MG power share. The eigenvalues identified by both techniques present small differences for all TCs.

![Eigenvalues in the complex plane for the a) Active power b) Reactive power.](image-url)

Fig. 9. Eigenvalues in the complex plane for the a) Active power b) Reactive power.
5.2 Dynamic responses analysis

In this scenario the system frequency and voltage at Bus-4 is significantly affected by the step-change of L1. All DG units adjust their active and reactive power, according to the corresponding droop characteristics.

In Fig. 10 measurement and simulation results of the active power at Bus-4 of Sub-MG #1 are compared. In all TCs an oscillation of 0.25 Hz is observed, caused by the electromechanical mode of DG3. Compared to the grid-connected scenario the dominant system mode presents lower frequency and higher damping, due to the larger inertia and the slower prime mover of DG3. DG2 has no inertia, thus is influenced by the system frequency variation, shown in Fig. 11, according to the $f$-$P$ droop. On the contrary in TC1, a smaller oscillation is observed, since DG1 is less sensitive to system variations compared to DG2. Measured dynamic responses of the individual DG units are recorded in Fig. 12 for TC3, where the oscillations of DG2 are highlighted.

![Graphs showing measurement and simulation results for active power at Bus-4 for TC1, TC2, and TC3.](image)

Fig. 10. Measurement and simulation results for active power at Bus-4 for a) TC1, b) TC2, c) TC3.
Fig. 11. Measurements at the PCC for all TCs for a) current, b) voltage c) frequency.
In all TCs the reactive power dynamic response of the MG at the PCC is oscillatory with relative small amplitude as shown in Fig. 13. In TC1 the dominating frequency is around 0.35 Hz, due to the slow reaction of the AVRs of DG1 and DG3. In TC2 and TC3 the dominant frequency is at 0.9 Hz with lower damping, due to the interactions of the droop-controlled DG2 and the rotating DG units. Comparing the reactive power responses and the eigenvalues of Sub-MG #2 with the corresponding of the grid-connected case, it is shown that in TC2 and TC3, the high frequency oscillations in the initial few ms of the responses, associated with DG2, are practically eliminated in the case of the islanded operation. This is attributed to the reactive power share participation of DG3 [16].

The currents and voltages at the PCC exhibit a similar behavior to the active and reactive power, respectively, as in the grid-connected mode of operation. The voltage is
supported in TC2 and TC3, where DG2 is present. The frequency dynamics include eigenvalues with higher damping, lower frequency around 0.25 Hz and larger amplitude compared to the grid-connected case. This is attributed to DG3 with large inertia and slow prime mover response.

6 Discussion

Based on the conducted test cases the following conclusions can be summarized:

Microgrid operation:

- The eigenfrequencies of the involved modes during disturbances vary from 0.3 Hz to 20 Hz corresponding to the electromechanical and controller modes of DG units as well as to interactions among them. The system eigenvalues are influenced by the DG properties (type, capacity, control scheme) and the MG configuration (mode of operation and participation of rotating and droop-controlled units).

- The electromechanical modes of rotating DG units are the dominating oscillatory modes of the system and influence significantly the small-signal dynamics of MG configurations in islanded and weak grid conditions. Droop-controlled DG units have an insignificant impact on the eigenfrequencies of these modes.

- The dynamic performance of DG units is significantly influenced by the interactions with other DG units or with the grid. Therefore, the MG system eigenvalues are not always the result of superposition of the corresponding DG unit eigenvalues in case of stand-alone operation.

- In LV MGs current and voltage responses are more or less similar to the active and reactive power responses, respectively.

- During weak grid operation, droop controlled DG units contribute mainly to voltage regulation and the reactive power share of MGs, according to their corresponding droop characteristics. Their penetration results in higher damping and lower oscillation amplitude in the active power response as well as in higher damping in the reactive power oscillations.

- During islanded mode, droop controlled, inverter interfaced units significantly
influence the MG dynamic responses for both the active and reactive power, since their behavior depends strongly on the frequency and voltage variation at the MG buses. The penetration of droop controlled units may amplify oscillations in grids including DG synchronous generators.

**Black-box modelling:**

- The accuracy of both identification methods can be significantly improved with the aid of an initial rough estimate of the frequencies contained in the dynamic responses, especially when dealing with real measurement data. More specifically, in Prony method an initial value of the frequency parameter as well as the corresponding boundaries are set during nonlinear least square optimization, while for the PEM proper weighting of the data during the criterion minimization process is used.
- Both methods can lead to accurate results for all system variables under real world operating conditions and can represent the dynamic behavior of the MG as well as of the individual DG units, especially in cases presenting a pronounced oscillatory form.
- In cases where small or no oscillations are observed, approximate models can be developed using only exponential decaying terms with zero frequency.
- In several TCs Prony analysis is more accurate than state-space modeling. This is attributed to the use of proper boundaries and initial estimations of each parameter separately in contradiction to the PEM method. Moreover, it provides the opportunity to develop empirical rules to further improve the method performance.
- The $A_k$ parameters of the Prony method provide direct information of the oscillations amplitude. This can be used for the investigation of the influence of different parameters on the MG response.

7 Conclusions

A comprehensive methodology to investigate the small-signal dynamics of MGs and the interactions among DG units using actual measurement data is presented in this
paper. The proposed methodology can be used in the development of accurate microgrid black-box models.

Prony analysis and the PEM techniques are applied on the recorded dynamic responses and the results are compared. The developed models perform well and can be useful tools for the dynamic analysis of a whole microgrid or of parts of it as individual aggregated entities. These aggregated models can be accessible by the Distribution System Operator and can be used for efficient wide-area control, wide-area monitoring and ancillary service provision studies. By embedding the models developed with the proposed methodology within the Distribution System Operator’s management system it will allow the operator to make use of the microgrid and possibly encourage the development of more MGs within their network area.

Several experimental test cases are investigated at a laboratory scale MG and from the analysis of the dynamic responses significant remarks considering the microgrid small-signal dynamics are concluded. The major contributions include the investigation of the interactions between inverter interfaced and rotating generators, the identification and analysis of the involved system modes from measurements and the comparison of the MG performance in grid-connected and islanded operation.
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