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Abstract

In this work, we present simulation-based predictions of the absolute hydration energy for several simple polar molecules with different functional groups, as well as for more complex multifunctional molecules. Our calculations were performed using the Thermodynamic Integration methodology where electrostatic and non-polar interactions were treated separately, allowing for a stable transition path between the end-points of the integration. An appropriate methodology for the analytical integration of the simulation data was applied. We compare the performance of three popular molecular mechanics force fields: TraPPE, Gromos and OPLS-AA for the description of solute atoms in M3PC/E water. It is observed that these force fields generally perform well for the simpler molecules, but are less accurate when multifunctional molecules are considered.
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1. **Introduction**

Solvation Gibbs energy is an important thermodynamic function that provides a quantitative understanding of solute-solvent interactions. Solvation energy is fundamentally different from the dissolution Gibbs energy – while in the former only solute-solvent interactions are taken into account, in the second both solute-solute and solute-solvent interactions are considered. Although the solubility can only be directly obtained from the dissolution Gibbs energy, the solvation energy provides the energy requirements to solvate/dessolvate a particular solute in a given solvent and may be used to indirectly predict solubility [1, 2]. Thus, this information is of extreme importance in different research areas such as pharmaceutics, biochemistry and biomedicine. Solvation effects, as well as phase partitioning properties, play a vital role in many biomolecular processes, such as protein folding or active transport across cell membranes [3, 4]. Additionally, free energy differences are a vital quantity in computational drug discovery using current docking and scoring algorithms.

The continuous increase of computational power has led to faster calculations as well as to more efficient calculation algorithms, making routine free energy calculations possible with sufficient accuracy in a reasonable amount of time. In recent years, numerous predictions of the absolute hydration (water solvation) Gibbs energy have been reported in the literature, using several biomolecular force fields, with special emphasis on amino-acid side chain analogs [5-13]. Gibbs energy predictions from molecular simulation are highly sensitive to the details of the force field (FF) parameters used to describe interactions between solute and solvent molecules, such as atomic partial charges, Lennard-Jones (LJ) radii and well depth, as well as to the technical details of the molecular simulations [14]. In this context, prediction of free energy differences constitutes a critical test to the accuracy of a given FF. Specifically, the Gibbs energy is primarily dependent on the solute charges and relatively insensitive to the van der Waals parameters [9]. Indeed, electrostatic interactions play a major role in bio-molecular systems (highly polar solutes) when compared to van der Waals interactions [15]. Thus, it is of great importance to test different solute force field parameters, evaluating their predictive capability.

With this motivation, we have recently reported calculations of the solvation energy of different alkanes both in water and in 1-octanol using various FF, and went on to predict liquid phase partitioning in 1-octanol-water systems [16]. In the current work, we present an extension of these calculations to several molecules involving different functional groups (hydroxyl, amine, carbonyl and carboxyl). Moreover, we also include more complex polyfunctional molecules of particular importance for the pharmaceutical industry, such as benzoic acid (BA), acetylsalicylic acid (ASA), and ibuprofen (IBP) (Figure 1). The first two molecules are usually considered as models for general drug substances, since substituted aromatic rings and carboxyl groups are frequently found in many active pharmaceutical ingredients. ASA can be seen as an extension of the BA molecule obtained by adding a substituent in the ortho position, which may sterically hinder access of solvent molecules to
the carboxyl group, while IBP is a widely used pharmaceutical molecule. Experimental solvation characteristics of these molecules are well documented in the literature [17, 18]. In the present work, we compare the performance of three popular FFs to represent such molecules: the united atom (UA) TraPPE [19-25] and Gromos [9] and the all atom (AA) OPLS-AA [26, 27]. The remainder of this paper is organized as follows: in Section 2 we present the methodology adopted for the estimation of the Gibbs energy as well as the main simulation details. Results and discussion about the performance of each FF are detailed in Section 3 while the main conclusions are summarized in Section 4.

2. Theoretical and Simulation details

Solvation Gibbs energy represents the work required to transfer a solute molecule from the ideal gas phase to solution, at constant pressure and temperature:

$$\Delta_{\text{hyd}}G^{G\rightarrow L}(T, p) = \mu^L - \mu^G = \Delta G^{G\rightarrow L}_{\text{elec}} + \Delta G^{G\rightarrow L}_{\text{non}}$$  \hspace{1cm} (1)$$

This Gibbs energy of transfer from the gas to the liquid phase, $\Delta G^{G\rightarrow L}$, expressed in terms of the solute chemical potentials, can be estimated as the sum of electrostatic and non-polar (Lennard-Jones) contributions, where the latter includes the work for cavity formation (insertion of an uncharged van der Waals molecule into the solvent).

The solvation free energy can be experimentally determined from concentration measurements in different phases [28, 29]. Several experimental data have been reported in the literature for aqueous systems [30-33] providing a direct comparison between experiments and estimated values. For many complex molecules, however, experimental measurement of the solvation energy may not be possible as some solutes may not be chemically stable in one or more of the phases being evaluated. Additionally, whenever we wish to screen a large set of solutes, or when these are not available, as is the case for many drug candidates in early discovery stages, the availability of adequate computational tools to provide accurate estimates is strongly desirable.

In fact, the solvation Gibbs energy can also be calculated from an appropriate model using molecular dynamics (MD) simulations. Within this approach, the hydration Gibbs energy, $\Delta_{\text{hyd}}G$, can be estimated based on the following thermodynamic cycle:

\begin{align*}
\text{Solute (water)} & \xrightarrow{\Delta_{\text{water}}G} \quad \text{Dummy (water)} \\
\Delta_{\text{hyd}}G \uparrow & \quad \downarrow \Delta_{\text{dummy}}G \\
\text{Solute (vacuum)} & \xrightarrow{\Delta_{\text{water}}G} \quad \text{Dummy (vacuum)}
\end{align*}
In short, the thermodynamic cycle consists of three stages: i) turning the solute into a dummy molecule (non-bonded interactions are switched off) in vacuum ($\Delta_{\text{water}} G$); ii) solvating the dummy molecule ($\Delta_{\text{dummy}} G$); iii) turning the dummy molecule into the solute in water ($\Delta_{\text{vacuum}} G$). Dummy molecules are fictitious molecules that do not interact with their environment, so the free energy of the second stage is zero by definition. In practice, these molecules have no electrostatic or van der Waals interactions, but their intramolecular bonded interactions are the same as in the solute molecules. From this cycle, the hydration Gibbs energy can be simply estimated taking the difference between the vacuum and water stages [16, 34]. The separate calculation in vacuum is necessary to compensate for changes in solute-solute intramolecular non-bonded interactions that take place when the intermolecular interactions are switched off. For each case (solvent and vacuum), the associated free energy is estimated here using the thermodynamic integration method whose algorithm, free of hysteresis, has been described elsewhere [3]. In short, if we consider two generic well-defined states, a coupling parameter, $\lambda$, can be added to the total Hamiltonian of the system and used to describe the transition between the two states. Considering several discrete and independent $\lambda$ values, equilibrium averages can be used to evaluate derivatives of the free energy with respect to $\lambda$. One then integrates the derivatives of the free energy along a continuous path connecting the initial and final states in order to obtain the free energy between them. In practice, the solvation free energy can be estimated as follows: i) simulate the system in water at different $\lambda$ values; ii) simulate the system in vacuum at different $\lambda$ values; iii) compute the solvation free energy from equation (2):

$$
\Delta_{\text{hyd}} G = \frac{1}{\lambda_0} \int_{\lambda_0}^{\lambda} \left[ \frac{\partial H}{\partial \lambda} \right]_{\text{LJ, vac}} d\lambda + \frac{1}{\lambda_0} \int_{\lambda_0}^{\lambda} \left[ \frac{\partial H}{\partial \lambda} \right]_{\text{LJ, wat}} d\lambda - \frac{1}{\lambda_0} \int_{\lambda_0}^{\lambda} \left[ \frac{\partial H}{\partial \lambda} \right]_{\text{Elec, wat}} d\lambda - \frac{1}{\lambda_0} \int_{\lambda_0}^{\lambda} \left[ \frac{\partial H}{\partial \lambda} \right]_{\text{Elec, vac}} d\lambda \tag{2}
$$

During the decoupling process, the electrostatic interactions were linearly interpolated between neighboring states while the LJ interactions were interpolated via soft-core interactions [35]. This soft-core dependence eliminates singularities in the calculation as the LJ interactions are turned-off [36]. We have used a power of $\lambda$, $p = 1$ for the $\lambda$ dependence, and a soft-core parameter of 0.5.

MD simulations were performed using the GROMACS simulation suite [37]. As already found in other studies, the selection of an appropriate force field is the critical issue to obtain the best estimates of solvation energies from molecular simulations. In this study we have tested both united-atom and all-atom force fields. For solute description we have tested the TraPPE UA FF [20-24] together with the improvements proposed by Kamath et al. for carboxylic acids[25] and for esters [19]. Contrary to the original version of the TraPPE FF where all bond lengths are fixed, bond stretching was modeled here by a harmonic potential with force constants taken from the CHARMM FF [38]. As a second UA FF we have tested the biomolecular GROMOS FF as proposed by Oostenbrink et al. [9].
Finally we have tested the widely used OPLS-AA FF [26] with the optimized parameters for amines from Rizzo et al. [27] and for esters from Charifson et al. [39]. Solvated systems consisted of one solute molecule and 500 water molecules represented by the MSPC/E model [40] at 298 K and 1 bar. Covalent bonds involving hydrogen atoms were constrained using the LINCS algorithm [41] while the water geometry was fixed with the SETTLE algorithm [42]. For efficiency reasons, the reaction-field method [43], which approximates the medium beyond a cut-off distance of 1 nm by a dielectric continuum of uniform permittivity \( \varepsilon_r = 80 \), was used to handle long-range electrostatics. Simulations were performed using periodic boundary conditions in all directions, and Newton’s equations of motion for all the species were integrated using the leap-frog dynamic algorithm [44]. The remaining cut-off radii used were 1 nm for the short-range neighbor list and a 0.8-0.9 nm switched cut-off for the LJ interactions. We have applied long range corrections for energy and pressure as suggested by Shirts et al. [8]. Langevin stochastic dynamics [45] was used to control the temperature, with a frictional constant of 1 ps\(^{-1} \) while for constant pressure runs the Berendsen barostat [46], with a time constant of 0.5 ps and an isothermal compressibility of \( 4.5 \times 10^{-5} \) bar\(^{-1} \), was used to enforce pressure coupling. Vacuum simulations were performed without cutoffs.

For each simulation, we first run an energy minimization (the Limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm [47] during 5000 steps followed by a steepest descent minimization during 500 steps) followed by a constant volume equilibration (100 ps), a constant pressure equilibration (500 ps) enough to obtain complete equilibration of the box volume, and finally a 5 ns NPT production stage, using a time step of 2 fs. This procedure was repeated for several discrete \( \lambda \) values, allowing for separate minimization, from \( \lambda = 0 \) (fully interacting solute) to \( \lambda = 1 \) (non-interacting solute). It is worth noticing that 5 ns is, in principle, enough to observe several transitions between stable configurations indicating sufficient sampling of different torsional degrees of freedom, even for the more complex compounds [14].

In the present work the reported statistical uncertainties were obtained from block averaging [48] and the integration of the Hamiltonian derivatives was carried out by fitting the data to an appropriate fitting function and integrating the curve analytically. For the electrostatic component, a fourth degree polynomial was used:

\[
\left( \frac{\partial H}{\partial \lambda_i} \right)_{C_h} = \sum_{i=0}^{4} A_i \lambda_i
\]

(3)

For the LJ component, we have used a previously developed function based on a physically-based approximation to the cavity formation and dispersion interaction terms [49]:
\[
\left( \frac{\partial H}{\partial \lambda} \right)_{LJ} = B_2 \lambda^2 + B_3 \lambda - \frac{B_2}{\lambda^2} - B_3 \lambda^4 + B_4 \frac{B_2}{B_4}
\] (4)

In equations (3) and (4), \( A_i \) and \( B_i \) are fitting parameters. This integration procedure has recently been shown to increase the precision of the calculated free energies and decrease the number of necessary intermediate points, relative to commonly used numerical integration methods [49]. In this work, we have observed that all the hydration free energies calculated using this improved integration procedure were closer to the experimental values than estimates based on the widely employed trapezoidal rule.

3. Results and Discussion

Results for the LJ and electrostatic contributions to the total hydration free energy are presented in Figures 2 and 3, respectively, for the OPLS-AA FF. Similar plots were obtained for the other FFs. In general, smooth paths were obtained between the initial and end-state points. The behavior of the LJ component is non-monotonic, increasing up to about \( \lambda = 0.8 \) and decreasing for higher \( \lambda \) values. This behavior reflects two counterbalancing factors: unfavorable excluded volume effects, due to cavity creation in the solvent, and favorable solute-solvent dispersion interactions. In contrast, the behavior of the electrostatic component is monotonic for all solutes in the entire interval of integration. Results of the integration of the \( \frac{\partial H}{\partial \lambda} \) plots and corresponding calculated values of \( \Delta_{\text{hyd}} G \) (as well as their components \( \Delta_{\text{hyd}} G^C \) and \( \Delta_{\text{hyd}} G^{LJ} \) ) via equation (2) are shown in Table 1, together with the corresponding estimated uncertainties. A global comparison of the different FF predictions against experimental data is provided in Figure 4.

For the smaller molecules (methanol, propanol, acetone, ethylamine and acetic acid), the description of the different functional group representatives is generally quite satisfactory and the absolute average deviations (AAD) between simulations and experiments are 6.4, 3.4 and 5.5 kJ/mol for TraPPE, Gromos and OPLS-AA FFs respectively. TraPPE is a united atom force field where (CH₃) groups are treated as pseudo atoms located at the sites of the carbon atoms, whereas all other atoms (e.g. hydroxyl O and H) are modeled explicitly. Such UA force fields have the advantage, over explicit hydrogen force fields (e.g. OPLS-AA), of being more computationally efficient by decreasing the number of degrees of freedom evaluated in the simulations. During the parameterization of the TraPPE force field, the main purpose was the ability to transfer atoms or groups of atoms between different molecules, keeping a good description of the phase equilibrium properties. It is important to notice that the parameterization of each functional group was performed independently from the others, and that multifunctional molecules were not included in the parameterization set. Furthermore, no solvation effects were included in the parameterization. Nevertheless, TraPPE provides a reasonable description...
of the hydration free energy of alcohols (see Figure 4) and, as shown in our previous paper, of alkanes [16]. However, it significantly underestimates the hydration energy of ethylamine, acetone and acetic acid. For the case of acetone, it seems that the partial charges presented in the TraPPE FF are not able to correctly describe the electrostatic term (the value of \( \Delta_{\text{hvd}}G^C \) for acetone with this FF is significantly below the results for the other two FFs, as shown in Table 1), and consequently the total \( \Delta_{\text{hvd}}G \) term is quite underestimated. An improvement of the TraPPE FF parameters for carbonyl groups, particularly the point charges, would be desirable. The same could be said of acetic acid, but intriguingly TraPPE performs quite well for benzoic acid, precisely because it predicts a relatively low electrostatic contribution. This suggests that a correct parameterization of carboxylic groups in different molecules may be more challenging that previously thought.

Not surprisingly, the best overall predictions among these smaller molecules were afforded by the Gromos force field, as this parameter set has included hydration energies, together with heats of vaporization and liquid densities, in its recent reparameterization [9]. In the case of the Gromos force field, the philosophy underlying its parameterization was a correct balance between an accurate description of the interaction energy as a function of conformation together with a relatively simple functional form. The main groups used in the test set of this last reparameterization were proteins, nucleotides, sugars and lipids. The Gromos FF shares with TraPPE the advantage of a more efficient united atom description of \((\text{CH}_3)\) groups. Gromos yields an excellent description of alkanes [16], alcohols, ethylamine and acetone, but strongly overestimates the free energy of acetic acid and benzoic acid. The reason for this is a much more negative electrostatic contribution predicted by Gromos for these molecules, compared to the other two FFs (Table 1). Therefore, there may be much to gain by reparameterizing the Gromos partial charges for carboxylic acids.

Finally, the original OPLS-AA force field was parameterized to reproduce condensed-phase properties (densities and heats of vaporization) and gas-phase torsional profiles. However, some subsequent improvements, as in the case of amines [27], included relative free energy differences between molecules of homologous series in the parameterization. Of the three force fields studied here, OPLS-AA is the one that includes the largest parameter set and has been most widely applied to molecules with different functionalities. Our previous work showed that this FF was slightly worse than the two UA models in predicting hydration energies of alkanes, but better for describing alkane solvation in 1-octanol [16]. Here, we see that OPLS-AA yields reasonable descriptions of the hydration energy of the small solutes, with the exception of ethylamine. This is a deficiency already reported in the literature [10, 11, 50-52], where the correct description of amine (and amide) groups with the OPLS-AA force field remains problematic even after their reparameterization. This reparameterization solved the question of the relative hydration Gibbs energy between progressively more substituted amines [27], but apparently is still not able to accurately predict the absolute
hydration energy of individual amines. Interestingly, OPLS-AA provides the best description of acetic acid and benzoic acid, which suggests that the point charges for carboxylic groups in this force field are more accurate than in the two UA force fields.

Although the simulation predictions for the smaller test set using Gromos (the best performing FF) deviate on average from experiments “only” 3.4 kJ/mol, this quantity still represents more than 10% of the experimental values. However, it is worthwhile to notice that this is a purely predictive method and thus requires no additional experimental information. When compared to our previous work for non-polar molecules [16], the deviations from experiments have increased from 1.2 kJ/mol to 3.4 kJ/mol as observed here (Gromos FF). However, contrary to non-polar solutes, two components (LJ and electrostatic) need to be estimated to evaluate the total hydration energy of polar solutes. In light of this fact, and of the high sensitivity of the results to the values of the point charges of the solutes, we consider that general purpose FFs such as those studied here are able to provide a reasonable description of the hydration energies of small mono-functional molecules.

Considering the full data set, the AAD increases up to 6.4, 8.8 and 7.1 kJ/mol for TraPPE, Gromos and OPLS-AA, respectively. In this case, deviations are considerably larger indicating that for multifunctional molecules the force field parameters used cannot cope with the increased number of degrees of freedom of the molecular models. As a comparison, for practical applications in pharmaceutical research, the accuracies required for predicting protein-ligand binding affinity (much more complex systems) are 2-4 kJ/mol [53]. As we can observe, current parameter sets have not yet achieved this goal. This is most likely due to the fact that the FF parameters are obtained from calculations on simple mono-functional molecules, thus ignoring possible interactions between different functional groups that may exist on the same solute molecule. Also, the polarization of a given functional group may change according to its environment, and this effect is also hard to capture when only mono-functional molecules of the same type are considered.

We also noted that although some differences between the three force fields were found for the total hydration energy values, those differences are considerably higher when we consider each of the contributing terms separately (LJ and electrostatic). This suggests that there might be some degree of error compensation in the parameterization of the LJ parameters and partial charges for some (or all) of the force fields. However, as we have observed good predictions for non-polar species (where solely the LJ term is evaluated) we suggest that results for polar species can be improved by tuning atomic partial charges. Furthermore, the transferability of these FFs to different solvents appears to be very limited, as a given fixed-charge parameter set is parameterized for a specific solvent. In this case, polarizable FF [54-57] must be object of further study.

4. Conclusions
In this study we have computed the absolute hydration free energy for a diverse set of small and complex polar molecules using thermodynamic integration of MD simulations in explicit solvent, and compared our results against experimental data. We have evaluated the performance of three different popular force-fields: Gromos, TraPPE and OPLS-AA. The hydration free energies were predicted without any experimental information and without any fitting of parameters. A recently proposed integration method, based on the use of appropriate analytic fitting functions for the Hamiltonian derivative, was employed, leading to estimates that were closer to experimental data.

In general, all three force fields provide a reasonable description of the hydration energies of small mono-functional molecules. Gromos seems to give the best overall estimates, which is perhaps to be expected since this force field used free energy calculations in its parameterization. We also found that using the all-atom OPLS-AA FF does not necessarily improve the solvation free energy calculations, in some cases even leading to worse estimates than those provided by Gromos or TraPPE. Each FF was found to be particularly problematic for a given functional group (carbonyl for TraPPE, carboxyl for Gromos and amine for OPLS-AA), particularly in the description of the electrostatic contribution to the free energy. Significant improvements are therefore to be expected if the point charges of these groups are reparameterized in the respective force fields. With respect to larger multifunctional solutes, more similar to typical drug molecules, we have observed that the current force fields are somewhat limited, since the errors increase substantially compared to the mono-functional molecules. This suggests that more care should be taken when transferring parameters from simple to more complex molecules, at least in what free energy calculations are concerned. A systematic study of the effect of the interaction between different functional groups present in the same solute molecule on the hydration free energy results would be highly desirable and is suggested as future work.
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Table 1: Electrostatic and Lennard-Jones contributions to the total hydration free energy (kJ/mol).
Simulations and experimental data[18, 30].

<table>
<thead>
<tr>
<th>Solute</th>
<th>Force Field</th>
<th>$\Delta_{Hid}G^C$</th>
<th>$\Delta_{Hid}G^{LJ}$</th>
<th>$\Delta_{Hid}G^{Calc}$</th>
<th>$\Delta_{Hid}G^{Exp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td>TrapPPE</td>
<td>-30.43 ± 0.05</td>
<td>11.56 ± 0.10</td>
<td>-18.98 ± 0.11</td>
<td>-21.5</td>
</tr>
<tr>
<td></td>
<td>Gromos</td>
<td>-29.20 ± 0.07</td>
<td>6.47 ± 0.10</td>
<td>-22.73 ± 0.12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OPLS-AA</td>
<td>-26.08 ± 0.04</td>
<td>7.02 ± 0.09</td>
<td>-19.06 ± 0.10</td>
<td></td>
</tr>
<tr>
<td>1-Propanol</td>
<td>TrapPPE</td>
<td>-30.27 ± 0.06</td>
<td>5.86 ± 0.07</td>
<td>-24.41 ± 0.09</td>
<td>-20.6</td>
</tr>
<tr>
<td></td>
<td>Gromos</td>
<td>-29.20 ± 0.07</td>
<td>7.17 ± 0.15</td>
<td>-22.03 ± 0.17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OPLS-AA</td>
<td>-27.19 ± 0.05</td>
<td>9.14 ± 0.14</td>
<td>-18.05 ± 0.15</td>
<td></td>
</tr>
<tr>
<td>Ethylamine</td>
<td>TrapPPE</td>
<td>-17.61 ± 0.08</td>
<td>4.30 ± 0.28</td>
<td>-13.31 ± 0.29</td>
<td>-19.5</td>
</tr>
<tr>
<td></td>
<td>Gromos</td>
<td>-26.31 ± 0.05</td>
<td>11.32 ± 0.14</td>
<td>-14.99 ± 0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OPLS-AA</td>
<td>-13.81 ± 0.04</td>
<td>8.63 ± 0.12</td>
<td>-5.19 ± 0.13</td>
<td></td>
</tr>
<tr>
<td>Acetone</td>
<td>TrapPPE</td>
<td>-12.17 ± 0.05</td>
<td>5.04 ± 0.30</td>
<td>-7.13 ± 0.30</td>
<td>-16.1</td>
</tr>
<tr>
<td></td>
<td>Gromos</td>
<td>-20.43 ± 0.03</td>
<td>4.09 ± 0.10</td>
<td>-16.34 ± 0.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OPLS-AA</td>
<td>-18.73 ± 0.10</td>
<td>5.39 ± 0.29</td>
<td>-13.34 ± 0.31</td>
<td></td>
</tr>
<tr>
<td>Acetic Acid</td>
<td>TrapPPE</td>
<td>-21.31 ± 0.03</td>
<td>3.54 ± 0.11</td>
<td>-17.77 ± 0.11</td>
<td>-28.1</td>
</tr>
<tr>
<td></td>
<td>Gromos</td>
<td>-38.50 ± 0.18</td>
<td>0.72 ± 0.07</td>
<td>-37.78 ± 0.19</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OPLS-AA</td>
<td>-26.16 ± 0.04</td>
<td>3.62 ± 0.09</td>
<td>-22.54 ± 0.09</td>
<td></td>
</tr>
<tr>
<td>IBP</td>
<td>TrapPPE</td>
<td>-19.13 ± 0.28</td>
<td>-0.60 ± 0.43</td>
<td>-19.73 ± 0.51</td>
<td>-12.8</td>
</tr>
<tr>
<td></td>
<td>Gromos</td>
<td>-39.13 ± 0.14</td>
<td>2.90 ± 1.17</td>
<td>-36.23 ± 1.18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OPLS-AA</td>
<td>-34.90 ± 0.07</td>
<td>11.75 ± 0.33</td>
<td>-23.15 ± 0.34</td>
<td></td>
</tr>
<tr>
<td>ASA</td>
<td>TrapPPE</td>
<td>-38.92 ± 0.10</td>
<td>3.72 ± 0.33</td>
<td>-35.20 ± 0.34</td>
<td>-23.9</td>
</tr>
<tr>
<td></td>
<td>Gromos</td>
<td>-38.80 ± 0.03</td>
<td>-2.60 ± 0.61</td>
<td>-41.40 ± 0.61</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OPLS-AA</td>
<td>-44.63 ± 0.07</td>
<td>2.15 ± 0.33</td>
<td>-42.48 ± 0.34</td>
<td></td>
</tr>
<tr>
<td>Benzoic Acid</td>
<td>TrapPPE</td>
<td>-18.91 ± 0.05</td>
<td>4.26 ± 0.04</td>
<td>-14.65 ± 0.06</td>
<td>-15.6</td>
</tr>
<tr>
<td></td>
<td>Gromos</td>
<td>-27.05 ± 0.14</td>
<td>-1.75 ± 0.43</td>
<td>-28.10 ± 0.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OPLS-AA</td>
<td>-17.75 ± 0.29</td>
<td>2.47 ± 0.25</td>
<td>-15.28 ± 0.38</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1: Benzoic acid (C$_7$H$_6$O$_2$), Acetylsalicylic acid (C$_9$H$_8$O$_4$) and Ibuprofen (C$_{13}$H$_{18}$O$_2$) molecules
Figure 2: Lennard-Jones contributions (vacuum – water) to the derivative of the Hamiltonian (kJ/mol) with respect to $\lambda$ for the OPLS-AA force field.
Figure 3: Electrostatic contributions (vacuum – water) to the derivative of the Hamiltonian (kJ/mol) with respect to $\lambda$ for the OPLS-AA force field.
Figure 4: Overview of the performance of different force fields in predicting hydration free energies.
List of symbols

\( G \) Gibbs Energy
\( T \) Temperature
\( p \) Pressure
\( \mathcal{H} \) Total Hamiltonian of the system
\( \mu \) Chemical potential
\( \lambda \) Coupling parameter
\( \varepsilon \) dielectric permittivity