Energetics and energy scaling of quasi-monoenergetic protons in laser radiation pressure acceleration
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Theoretical and computational studies of the ion energy scaling of the radiation pressure acceleration of an ultra-thin foil by short pulse intense laser irradiation are presented. To obtain a quasi-monoenergetic ion beam with an energy spread of less than 20%, two-dimensional particle-in-cell simulations show that the maximum energy of the quasi-monoenergetic ion beam is limited by self-induced transparency at the density minima caused by the Rayleigh-Taylor instability. For foils of optimal thickness, the time over which Rayleigh-Taylor instability fully develops and transparency occurs is almost independent of the laser amplitude. With a laser power of about one petawatt, quasi-monoenergetic protons with 200 MeV and carbon ions with 100 MeV per nucleon can be obtained, suitable for particle therapy applications. © 2011 American Institute of Physics. [doi:10.1063/1.3672515]

I. INTRODUCTION

Successful experimental demonstrations of laser-plasma wake-field acceleration in the bubble regime of high quality, quasi-monoenergetic electron beams up to 1 GeV (Refs. 1 and 2) have generated considerable interest in the development of compact charged particle accelerators with a wide range of potential applications. It is, therefore, timely to investigate the feasibility of laser acceleration of quasi-monoenergetic hadrons, which can have tremendous beneficial applications such as particle therapy for cancer treatment,³ fast ignition,⁴,⁵ and proton imaging methods.⁶,⁷ Indeed, there has been considerable interest in laser hadron accelerator studies, with the advent of short pulse intense lasers with wavelengths of about one micron and intensities of about 10²⁰ W/cm². In early studies of laser acceleration of highly energetic ions, thick foil targets with thicknesses ranging from a few to tens of laser wavelengths were employed and the target normal sheath acceleration (TNSA) was the predominant mechanism leading to the production of multi-tens of MeV ion beams.⁸–¹⁰ The resulting ion energy spectrum, however, is broad and only a small fraction of the protons reach the maximum energy, which is less than 67 MeV thus far,¹⁷ not suitable for applications requiring high quality beams of monoenergetic ions.

Recently, a scheme of laser radiation pressure acceleration (RPA) of an ultra-thin target, where a self-organized double layer plasma is accelerated by reflecting the laser, was considered an efficient way of accelerating quasi-monoenergetic ions.¹⁸–²⁰ In comparison to the conventional TNSA-scheme,¹² the conversion efficiency with the RPA scheme is estimated to be more than 40 times higher. Recent simulations of the RPA scheme focused on case studies of obtaining GeV protons with high power (about tens of petawatt) laser irradiated on single species ion target.²⁷,²⁸ Using a 30 TW laser with a peak intensity of 5 × 10¹⁹ W/cm²² irradiated on a diamond-like carbon (DLC) foil of thickness 5.3 nm, Henig et al. obtained a C⁶⁺ ion beam with a distinct peak energy of around 30 MeV and an energy spread of around 20 MeV by both 2D simulations and experiments.²⁹ In this paper, we address factors limiting the energy of RPA accelerated ions and the energy scaling of quasi-monoenergetic ions as a function of the laser power. Both questions are important for theoretical understanding, experimental planning, and future applications.

In RPA, high intensity circularly polarized laser with high contrast ratio accelerates the ultra-thin foil by the ponderomotive force acting on the electrons.²² The laser sweeps all electrons in the foil forward until the electrostatic force due to the ions left behind balances the ponderomotive force at a distance D. When the thickness of the target l₀ is equal to D, we obtain optimal thickness. In the limit of normalized laser amplitude a₀ = |E₀|/(mo_Lc) ≫ 1, this thickness is²²
\[
l₀ \approx \frac{4\pi}{\lambda_L} \left( \frac{e}{\omega_p} \right)^2 a_0 = \frac{\lambda_L}{\pi} \left( \frac{\omega_L}{\omega_p} \right)^2 a_0 = \frac{a_0}{n_t n_0} \frac{\omega_L}{\omega_p},
\]
where m and e are the electron mass and charge, λ_L and ω_L are the laser wavelength and angular frequency, ω_p is the electron plasma frequency, n_t is the target electron density, and n_0 = ω_p mo_L²/e² is the critical density. To minimize the wave tunneling through the target, l₀ > c/ω_p or equivalently 2a₀ω_L/ω_p > 1 should be satisfied. In RPA, the ions are accelerated forward by the electric force of the electron layer and the inertial force in the accelerating frame moving with the foil pulls them back. The balance of these two opposing forces forms a trap for the ions in real and phase spaces. These stably trapped ion and electron layers form a self-organized double layer in one dimension, accelerated as a whole by the laser radiation pressure, and the ions thus accelerated are nearly monoenergetic. The equation of motion for the foil in one dimension, based on energy conservation,²² is
where $\gamma = (1 - \beta^2)^{-1/2}$, $\beta = v/c$ is the foil velocity, and $m_i n_a 0$ is the mass of the double layer. Equation (2) can be analytically solved to obtain the ion kinetic energy $e_i(t) = (\gamma - 1) m_i c^2$ and momentum $p_i = \gamma m_i e c$. Theoretically, $e_i(t) \rightarrow \infty$ as $t \rightarrow \infty$, that is, the foil could be unlimitedly accelerated as long as being impinged by the laser. However, the time for monoenergetic ion acceleration with RPA is limited by the duration in which the double layer can exist, to avoid inaccuracy from simulation approximation and which can be lost due to the development of the Rayleigh-Taylor instability (RTI), which is one of the most important unstabilities arising when a thin plasma foil is accelerated by the radiation pressure of an intense laser. It poses a limit on the time a foil can be accelerated before it loses its monoenergetic properties.

II. SIMULATION SETUP AND RESULTS

We here employ two-dimensional (2D) particle-in-cell (PIC) simulations to demonstrate the generation and energy scaling of quasi-monoenergetic ions by the RPA with laser radiation intensity.\(^{31}\) The simulation domain is $-4 \leq x/\lambda_L \leq 12$; $-12 \leq y/\lambda_L \leq 12$ and is divided into 64 grids per wavelength. The boundary condition is periodic in $y$ direction and out flow in $x$ direction. The foil is initially located at $0 \leq x \leq l_0$ with $l_0 = 0.2 \lambda_L$ being the foil thickness and is resolved by about $10^6$ quasi-particles of each species (protons and electrons). The time step is 0.0027$T_L$, where $T_L$ is the four times finer than the Courant–Friedrichs–Lewy condition, to avoid inaccuracy from simulation approximation and ensure that the results are a consequence of real physics, where $T_L = 3.33 \text{fs}$ is the laser period, corresponding to $\lambda_L = 1 \mu\text{m}$. The amplitude of the incident circularly polarized laser has a Gaussian profile in the transverse direction with the spot size being $16 \lambda_L$ in diameter and a trapezoidal time profile with $3T_L$ rising, $24T_L$ flat, and $3T_L$ falling time, respectively.

Figure 1 shows 2D PIC simulation results of the RPA of a thin foil with a normalized incident laser amplitude, $a_0 = 25$, initial foil density, $n_0 = 41.7n_c$, and foil thickness, $l_0 = 0.2\lambda_L$ corresponding to the optimal thickness as defined in Eq. (1). It shows that the RTI can destroy the electron layer and widen the energy spectrum of the ions. For effective acceleration and production of monoenergetic particles, it is important to maintain the target density as over-dense, i.e., $n \geq \gamma_c n_c$, where $\gamma_c = (1 - v^2/c^2)^{-1/2}$ provides the relativistic correction and $n_c = \rho_i m_i c^2/e^2$ is the non-relativistic critical density. For the electron layer driven by laser light, $\gamma_c$ within the laser penetration depth will be approximately equal to $a_0$ for $a_0 \gg 1$, so the relativistic critical density can be approximated as $n_c a_0$. During the linear phase of the RTI, small perturbations, or ripples, on the surface of the foil grow exponentially. These perturbations will grow into large amplitude periodic structures and form interleaving high density blobs and low density regions for both the electron and ion layers, as shown in Fig. 1. Figure 1 also shows that the transverse wavelength of the periodical structure is comparable to the laser wavelength. The density difference between the high and low density regions can grow very rapidly and filaments, or fingerlike structures, can be further developed. Once the density of the low density region of the foil falls below the critical value (evolution shown in the third column in Fig. 1), the laser light can penetrate that region (the fifth column in Fig. 1), after which the energy cannot be converted into foil acceleration efficiently, and the particle energy spread will be significantly increased (the sixth column in Fig. 1) due to laser-induced heating and Coulomb explosion. This leads to a leakage of radiation through the target by self-induced transparency. After this stage, the foil can no longer be accelerated efficiently and the energy spectrum starts to broaden dramatically and thus loses its monoenergetic property.
Figure 2(a) shows the general agreements between theory and simulation for the time evolution of the ion momentum \(p_{ia}\) averaged over a 0.5\(\lambda_L\) \(\times 2\lambda_L\) window co-moving with the target. The simulation shows slightly higher values of \(p_{ia}\) than the 1D theoretical calculation for 10\(T_L\) \(< t < 20T_L\) due to that some ions are being pushed away from the axis in the transverse direction and the remaining ions within the window are accelerated more efficiently by the radiation pressure. At later stages after \(t = 20T_L\), the simulation shows a lower value of \(p_{ia}\) than the theoretical calculation due to the RTI-induced transparency. The evolution and broadening of the ion energy spectra within the window can be seen from Fig. 2(b). Significant broadening of the energy spectra with energy spread ratio \((\Delta E/E_p)\) greater than 20\%, where \(\Delta E\) is the full width half maximum energy spread and  \(E_p\) is the average energy of the trapped ions, occurs around \(t = 16T_L\). In Fig. 2(c), the evolution of the normalized average electron density within a 0.05\(\lambda_L\) \(\times 4\lambda_L\) window co-moving with the target (the line with initial value 1.7) shows that the radiation pressure initially compresses the electron layer to a state with higher density (greater than 3 times the initial density), and then the RTI starts to broaden the foil and decrease the electron density (greater than 3 times the initial density), and then the initial value 1.7) shows that the radiation pressure initially compresses the electron layer to a state with higher density (greater than 3 times the initial density), and then the RTI starts to broaden the foil and decrease the electron density (greater than 3 times the initial density), and then the RTI starts to broaden the foil and decrease the electron density (greater than 3 times the initial density), and then the RTI starts to broaden the foil and decrease the electron density (greater than 3 times the initial density), and then the RTI starts to broaden the foil and decrease the electron density. After \(t = 16T_L\), the normalized average electron density \(n_e/(n_{ic}a_0)\) drops below 1, which indicates that the electron density is below the relativistic critical density, and the foil becomes transparent to the laser light. This can be further inferred from the evolution of the normalized average electron gamma factors \(\gamma_{e\perp}/a_0\) and \(\gamma_{e\parallel}/a_0\) within the window in Fig. 2(c). During the RPA, as the electron layer density decreases due to the RTI, the laser light penetrates deeper into the electron layer and the transverse kinetic energy of the electrons within the laser penetration depth will become ultra-relativistic, so that \(\gamma_{e\perp}/a_0\) grows larger as the laser light penetrates deeper and when the laser light fully penetrates the foil, we have \(\gamma_{e\perp}/a_0 \approx 1\) occurring around \(t = 16.5T_L\). At a later stage, the electron parallel velocity continues to grow as shown by \(\gamma_{e\parallel}/a_0\) due to the development of the filamentation instability after the laser penetrating into the underdense plasma. We also note that during the RPA, the ion layer is compressed into a high energy density state as shown in Fig. 2(d). The energy density of the proton layer can be as high as \(a_0 \approx 10^{17} \text{J}/\text{m}^3\).

To explore the scaling of the maximal obtainable energy of monoenergetic ions as a function of the incident laser power, we defined a quasi-monoenergetic ion beam as having an energy spread ratio \(\Delta E/E_p\) below 20\% and performed two sets of 2D PIC simulations, one for the RPA of protons and the other for carbon ions. In the simulations, the foil density is chosen to scale linearly with the normalized incident laser amplitude \(a_0\), so that the foil thickness is fixed to be \(h_0 = 0.2\lambda_L\), satisfying the optimal thickness condition described in Eq. (1). Figure 3 shows the maximal quasi-monoenergetic ion energy vs the incident laser amplitude along with the occurrence time of the maximum energy, \(t_e\). Here, the maximal quasi-monoenergetic ion energy is almost proportional to \(a_0\) with a nearly constant \(t_e/T_L\) (15.8 ± 1.7 and 12.9 ± 1.4 for protons and carbon ions, respectively).

III. DISCUSSION ON THE ENERGY SCALING

To explain the weak dependence of \(t_e\) on laser power in the RPA, we apply the theory of mode growth of the RTI. First, we estimate the required density reduction for the
occurrence of underdense condition which can induce the broadening of the proton energy spectrum. In our simulation, the foil thickness is fixed to be \(l_0 = 0.2 \lambda_L\), and thus the initial density in the target is related to the critical density through
\[
n_0 = (a_0/\pi)(\lambda_L/l_0)n_c = 1.6a_0 n_c.
\]
Relativistic underdense condition \(\varepsilon = 1 - n_e/(a_0 n_c) > 0\) is met when the density drops to satisfy \(n_e < a_0 n_c = n_0/1.6\). Therefore, the density reduction factor for the underdense condition \(n_e(t_s)/n_0 = 1/1.6\) is a constant independent of \(a_0\) in our simulations.

Figures 4(a) and 4(b) show the simulated transverse distribution of average ion density at three instants for two different laser intensities, indicating the occurrence of mode growth of the RTI. For the higher laser intensity \(a_0 = 25\) [Fig. 4(b)], the ion density develops periodic structures with a periodicity comparable to the laser wavelength, whereas for \(a_0 = 5\) [Fig. 4(a)], the structures have shorter periodicity. The growth rate of the RTI is proportional to \(\sqrt{k}\) for a mode of characteristic transverse wave number \(k\), where \(g\) is the acceleration. We define the total RTI growth factor as
\[
\alpha = \sqrt{\int_0^{t_s} g(t) dt}
\]
to represent the exponential growth of the density fluctuation amplitude, where \(2\pi/k\) is the dominant transverse periodic structure scale length appearing just before the broadening of the proton energy spectrum and can be obtained from the simulation. The acceleration \(g(t) = d^2y/dt^2\) can be obtained from Eq. (2). This factor \(\alpha\) at the saturation time \(t = t_s\) for different input laser amplitudes \(a_0\) are calculated from our simulations.

Figure 4(c) shows that the dependence of the calculated total growth factor \(\alpha\) on the laser amplitude \(a_0\), indicating that the growth factor is nearly independent of the laser amplitude \(a_0\). To explain this, we can explore the dependence of the contributing factors \(\int_0^{t_s} g(t) dt\) and \(k_s\) on \(a_0\). Figure 4(d) shows that the factor \(\int_0^{t_s} g(t) dt\) increases with \(a_0\) but is flattened for large \(a_0\). For \(a_0 > 20\), the Doppler effect of the laser radiation as shown in Eq. (2) limits the acceleration and consequently determines the weak dependence of the growth factor on laser amplitude. From the dependence of the saturation wave number on \(a_0\) shown in Fig. 4(d), it can be seen that for a laser amplitude \(a_0 < 10\), the transverse periodic structure has a dominant scale length less than \(\lambda_L\), which is due to that smaller length-scale structures grow faster and the RTI did not yet reach saturation when the induced transparency occurs. For laser amplitudes \(a_0 > 20\), the transverse periodic structures have scale lengths approximately equal to \(\lambda_L\), the saturation length scale for the RTI. Combining the opposite dependence of \(\int_0^{t_s} g(t) dt\) and \(k_s\) on \(a_0\), we can explain the growth factor \(\alpha\) thus obtained is nearly independent of the laser amplitude \(a_0\).

Therefore, given that both the growth factor \(\alpha\) and the density reduction factor for reaching the underdense...
condition are nearly independent of the laser amplitude \(a_0\), we can therefore explain the weak dependence of the quasi-monoenergetic ion beam development time \(t_s\) on the laser amplitude \(a_0\).

Assuming that \(t_s\) is independent of \(a_0\), we derive the energy scaling using the analytical solutions of Eq. (2)\(^{21,22}\) and obtain

\[
E_{\text{quasi-mono}} = \left(\frac{\psi - 1}{2\psi}\right)^2 m_i c^2 ,
\]

where

\[
\psi = 2 \sinh \left[ \sinh^{-1} \left( 2 + 6a_0^2 \frac{m_i}{m_e} n_e \frac{t_s}{t_L} \right) / 3 \right].
\]

By further applying the optimal thickness condition, Eq. (1), we have

\[
E_{\text{non-rel}} \approx 2 \left( \pi a_0 \frac{m_e}{m_i} \frac{t_s}{T_L} \right)^2 m_i c^2 ,
\]

for \(\pi a_0 t_s / T_L \ll m_i / m_e\) and

\[
E_{\text{ultra-rel}} \approx \left( \frac{3}{2} \pi a_0 \frac{m_e}{m_i} \frac{t_s}{T_L} \right)^{1/3} m_i c^2
\]

for \(\pi a_0 t_s / T_L \gg m_i / m_e\), consistent with the results derived from previous works.\(^{10,21,22,25}\) The scaling of the quasi-monoenergetic ion energy thus calculated is shown as dashed lines in Fig. 3, where \(n_{e0} = n_{i0} = n_{c0} = 2m_e m_p / m_c = 12 \times 1836 m_e\) are applied, and agrees well with the simulation results for the RPA of both protons and carbon ions. Here, \(t_s\) is chosen to be 18\(T_L\) for protons and 14\(T_L\) for carbon ions, slightly longer than those from the simulations to compensate the loss of ions off the axis during the acceleration in the 2D simulation. Equation (3) also shows that, since \(n_{c0} m_m c = 2m_0 m_p\), the acceleration of the carbon foil is half that of the proton foil, indicating that the average energy of carbon ions is then 3 times that of proton ions at the same time since \(m_c v_f^2 / 2 = (12m_p) (v_p/2)^2 / 2 = 3m_p v_p^2 / 2\). The scaling suggests that for a flat ultra-thin target of optimal thickness, the quasi-monoenergetic proton and carbon ion energy can reach about 200 MeV and 100 MeV per nucleon, respectively, with \(a_0 = 25\), corresponding to around 1 PW laser power. This opens up the possibility of applying RPA-based laser hadron accelerator with sub-petawatt laser for medical applications, fast ignition, and proton imaging methods.

### IV. THE INFLUENCE OF DIFFERENT INITIAL CONDITIONS ON THE RESULTS

The scaling in Fig. 3 shows that although the development time \(t_s\) is independent of input amplitude \(a_0\), the accelerating times for proton and carbon ion cases are slightly different. To investigate the dependence of \(t_s\) on different initial conditions and to verify that the mechanism of the RPA is still the same among different input parameters, we compare the evolution results with the cases of a laser beam with plane wave profile in transverse dimension and a thinner foil target.

Figure 5 shows the evolution of particles at the same time steps as in Fig. 1, while we use circularly polarized plane wave instead of Gaussian beam to illuminate on the foil. The interleaving high and low density regions in transverse dimension indicate that RTI is still the principal instability in destroying the electron layer and broadening the...
energy spectrum. The time of transparency $t_s = 18T_L$ is longer than the Gaussian beam case by about 1.5 wave periods due to a slower density reducing speed, and the similar average energies with the Gaussian beam case verifies the RPA mechanism and the validity of Eqs. (3) and (4). Since the spot size of the Gaussian profile is large compared to the foil thickness and the laser wavelength, the foil development in the center part does not differ from the plane wave case considerably, hence the differences in $t_s$ between these two cases are not so significant.

Figure 6 shows the same plots while we decrease the thickness of the foil to $l_0 = 0.1 k L$ and consequently increase the density $n_0 = 83.3 n_c$ to keep Eq. (1) satisfied. The average energy is also the same and agrees with Eqs. (3) and (4) and the developing time $t_s = 14.5T_L$ is $2T_L$ less than the original case, that is, the energy spread at $17T_L$ is $\Delta E/E = 22.8\%$, slightly greater than the case of thicker foil, since initially when electrons are pushed forward, a denser proton foil has a greater relative initial density perturbation and Coulomb repulsion force. The similarity between these two cases shows that the scaling law within the range of moderately altered density and thickness is still valid with marginally modified $t_s$ values. Further study will be performed for density close to real foils.

V. CONCLUSIONS

In summary, we have reported here the energy scaling of accelerated protons and carbon ions with laser radiation intensity for the laser radiation pressure acceleration of thin foils. We found that with a laser power of about one peta-watt, quasi monogenetic protons with 200 MeV and carbon ions with 100 MeV per nucleon can be obtained. The limit of energy is due to that light leaks through the foil caused by self-induced transparency at the density minima at the non-linear stage of the Raleigh-Taylor instability.


17 http://meetings.aps.org/link/BAPS.2009.DPP.GO6.3. This abstract shows that proton energies in excess of 65 MeV was obtained from the experiment in Los Alamos National Laboratory.